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Introduction

The concept of online privacy is entirely an illusion. Imagine that last night, while watching a show on Netflix, you decided that you wanted to buy a new couch. You paused the show to share the idea with your partner, and after a short conversation, you agreed to go sofa shopping that weekend. You then finished your episode and went straight to bed. This morning, as you scroll through Facebook, the very first advertisement you see is for a sofa from a brand you have never heard of. It is exactly what you pictured last night. But how did Facebook know that? Before this morning, Facebook had never shown you an ad for furniture. You had not yet begun sofa shopping online. You did not even know that you wanted a new couch until last night. The only way Facebook could have known you wanted to buy a new couch would be if it had eavesdropped on your conversation with your partner the night before. But Facebook was not listening.

This phenomenon is such a widely shared experience among Facebook users that it has become a popular conspiracy theory. Facebook explicitly

---

1. On October 28, 2021, Facebook changed its corporate name to Meta. Mike Isaac, Facebook Renames Itself Meta, N.Y. TIMES (Oct. 28, 2021). While Mark Zuckerberg, the company’s chairman and CEO, announced that the change marked a shift in focus away from social networking and toward developing “metaverse” technologies, critics see the move as a largely “cosmetic” attempt to distance the company from recent bad press involving its data practices and content policies. See id. Because this Comment was written around the same time as the name change and relies on sources that refer to both the social media giant and its parent company as “Facebook,” there is a risk that references to the company may not always clearly denote which is being discussed. For the purposes of consistency, however, this Comment uses the name Facebook for all references to the company both pre- and post-name change, except to the extent that a source specifically refers to the company as Meta.

2. See Facebook Does Not Use Your Phone’s Microphone for Ads or News Feed Stories, META (June 2, 2016) [hereinafter Facebook Does Not Use Your Phone’s Microphone], https://about.fb.com/news/h/facebook-does-not-use-your-phones-microphone-for-ads-or-news-feed-stories/.

3. See Reply All, #109 Is Facebook Spying on You?, GIMLET (Nov. 2, 2017), https://gimletmedia.com/shows/reply-all/z3hdwr; see also Ben Gilbert, There’s a Wildly Popular
addressed the theory in 2016, saying that it “does not use your phone’s microphone to inform ads or to change what you see in News Feed,” but many people were left unconvinced. Even if Facebook does not show ads based on what people say aloud, it spies on users in an equally intrusive way.

Although you did not search for a couch last night, your Facebook-using partner did. At some point while browsing for furniture, your partner accessed a website with an ad tracker installed. Nearly four in five websites host at least one ad tracker, and some host as many as fifty. Facebook Pixel (Facebook’s ad tracker) is a piece of code installed on millions of websites that watches everything a person does on a website and reports the data back to Facebook. Through powerful algorithms, Facebook builds out shadow profiles for individuals based on this data and lets companies access this data to “actively target individuals who might be interested in [the companies’] products.”

When your partner clicked on a Facebook Pixel-monitored website and perused the sofa section, Facebook learned they were interested in buying a couch. Because Facebook knew that you lived together—through a combination of willingly and unwillingly shared location data and


4. Facebook Does Not Use Your Phone’s Microphone, supra note 2.
5. See Gilbert, supra note 3.
6. See Facebook Does Not Use Your Phone’s Microphone, supra note 2.
8. Several journalists have documented that websites like the New York Times can have anywhere from thirty to fifty different companies’ trackers attached to a single article. See Reply All, supra note 3, at 06:57 (noting that the New York Times website hosts approximately thirty to forty ad trackers); Timothy Libert, Opinion, This Article Is Spying on You, N.Y. TIMES (Sept. 18, 2019), https://www.nytimes.com/2019/09/18/opinion/data-privacy-tracking.html (noting that nearly fifty different ad trackers were attached to a New York Times article about abortion).
9. See Reply All, supra note 3, at 06:10.
10. Id.
12. See Chris Smith, Facebook Tracks Your Location Even If You Think You Opted Out, BGR (Dec. 19, 2018, 9:26 AM), https://bgr.com/2018/12/19/facebook-location-tracking-features-how-facebook-tracks-you-for-ads/ (explaining that even when people opt out of sharing their location data from their smartphones, Facebook uses its data about people’s “browsing habits, including IP address, Wi-Fi network, and Bluetooth to pinpoint [their]
information you voluntarily posted on your Facebook profile—it strategically served you an ad for the couch your partner discovered the night before.\(^{13}\)

Even if you are not one of Facebook’s 2.94 billion monthly active users on the company’s main platform,\(^{14}\) Facebook, Google, and other large technology companies still harvest your data.\(^{15}\) Facebook and Google even have data profiles for people who have never signed up for the companies’ services.\(^{16}\) Google in particular has recorded enough data about you to fill three million Word documents.\(^{17}\) It knows everything you have ever searched for or deleted, every website you have clicked on, and every location where you have turned on your phone.\(^{18}\) If you are one of the 2.5 billion monthly active users of an Android mobile operating system,\(^{19}\) your phone pulls data from you over one hundred thousand times a day, often when your screen is blank, and Google and Facebook ping your location data six thousand times a day.\(^{20}\) Every YouTube video you have ever watched, Google has watched along with you.\(^{21}\) It has read every email you have sent, received, or deleted.\(^{22}\) And this surveillance carries across all of your devices.\(^{23}\)

Pervasive digital surveillance is the industry standard for technology giants like Facebook, Google, Amazon, and Microsoft (“Big Tech”).\(^{24}\) Yet

---

13. See generally Reply All, supra note 3.
16. See id. at 12.
18. See id.
22. Id.
24. See id. at 10.
even the basics of how these companies’ data models and “black box” algorithms function remain shrouded in secrecy. They are kept from the public through non-disclosure and non-disparagement agreements26 and trade secret protection.27 Even within the companies, artificial intelligence and machine learning render the inner workings of these companies’ algorithms unknowable.28 Worst of all, these algorithms influence our lives, dictating the information, ideas, opinions, and products we are exposed to online. These companies allow us to communicate, collaborate, share, discover, learn, create, and physically navigate the world through their “free” services, but the services they provide are not free. In modern society, personal data is currency, and we are paying a very high price.

This Comment explores how social media and technology companies, data brokers, and other actors exploit the data of every U.S. citizen and calls for a comprehensive federal data privacy regulatory framework. Part I contextualizes the problem, exploring how and why companies collect data and how they profit from this business model. Part II investigates how these companies’ data practices are detrimental to the fabric of society, explaining how consumers lack the ability to consent to data collection, how companies and other (often bad) actors use this data for large-scale manipulation, and how, in doing this, companies are contributing to violations of the human right to privacy. Part III compares existing and proposed privacy laws from around the country and the globe. Finally, Part IV suggests how U.S. policymakers should approach the task of creating a federal data privacy law, highlighting the necessity for both a sweeping federal framework and the creation of a new federal agency to enforce it.

I. The History of the Big Data Business

While Google and Facebook have received attention for the ways they collect and monetize their troves of user data, they were not the first companies to do so, nor are they the only ones engaging in these practices.

25. See Dallas Card, The “Black Box” Metaphor in Machine Learning, MEDIUM (July 5, 2017), https://dallascard.medium.com/the-black-box-metaphor-in-machine-learning-4e57a3a1d2b0 (“The black box metaphor dates back to the early days of cybernetics and behaviourism, and typically refers to a system for which we can only observe the inputs and outputs, but not the internal workings.”).
To fully appreciate the need for a comprehensive federal data privacy law, it is essential to understand who collects our data, how they do it, and why it is worth so much money. This Part explores the evolution of surveillance-based business models beginning with data brokers and ending with social media and other Big Tech companies.

A. Data Brokers

Before Big Tech was involved in the Big Data industry, data brokers reigned supreme. There is a $227-billion-per-year industry dedicated to buying and selling consumer data.\(^\text{29}\) Data brokers are “companies that collect consumers’ personal information”\(^\text{30}\) from a plethora of online and offline sources, both publicly available and not, and share or resell this information to others.\(^\text{31}\) Importantly, data collection almost always happens without the consumer’s knowledge or consent. The most basic information that is harvested usually includes a person’s name, age, sex, address, telephone number, email addresses, voter registration, and social security number.\(^\text{32}\) But these companies also know your income,\(^\text{33}\) whether you have been divorced,\(^\text{34}\) the ages and sexes of your children,\(^\text{35}\) your web browsing history,\(^\text{36}\) your consumer purchase data,\(^\text{37}\) and the size of your house “within twenty-five square feet.”\(^\text{38}\) Data brokers often run the loyalty programs at big-box stores, supermarkets, and pharmacies.\(^\text{39}\) This means that if you have

---


\(^{32}\) Id.; see FTC, DATA BROKERS, supra note 30, at iv.


\(^{34}\) See Reply All, supra note 3, at 08:29.

\(^{35}\) See Beckett, supra note 33 (discussing how Disney sold this data to other companies).

\(^{36}\) FTC, DATA BROKERS, supra note 30, at iv.

\(^{37}\) Id.

\(^{38}\) Reply All, supra note 3, at 08:23.

\(^{39}\) See id. at 08:36; see also Beckett, supra note 33 (“Datalogix, for instance, which collects information from store loyalty cards, says it has information on more than $1 trillion in consumer spending ‘across 1400+ leading brands.’”).
ever signed up for a store loyalty program, “they know how often you’re buying diapers, or cold medicine, or birth control.” From this data, data brokers infer a consumer’s interests and use those interests to sort them into hyper-specific categories. Some of the relatively mundane categories include “Winter Activity Enthusiast” and “Dog Owner.” Other, more problematic categories include those that primarily focus on ethnicity and income levels, such as ‘Urban Scramble’ and ‘Mobile Mixers,’” which are composed of high concentrations of low-income Black and Hispanic people. Shockingly, data brokers have even posted lists for sale titled “Rape Sufferers List,” “erectile dysfunction sufferers,” ‘alcoholism sufferers’ and ‘AIDS/HIV sufferers.” These lists are sold to a wide variety of entities including businesses, advertisers, other data brokers, and insurance companies. Some data brokers have even “custom-tailored” their websites to sell data to law enforcement agencies.

In December 2021, the Center for Democracy and Technology reported a troubling finding: While law enforcement and intelligence agencies use terms like “open source” and “publicly available” to describe the information they purchase from data brokers, in reality the government is often purchasing sensitive information about individuals’ private “communications, finances, health, [and] patterns of travel.” This becomes

40. Reply All, supra note 3, at 08:43.
41. Id. at 09:00; FTC, DATA BROKERS, supra note 30, at iv–v.
42. FTC, DATA BROKERS, supra note 30, at 47.
43. Id.
46. See Chris Jay Hoofnagle, Big Brother’s Little Helpers: How ChoicePoint and Other Commercial Data Brokers Collect and Package Your Data for Law Enforcement, 29 N.C.J. INT’L L. 595, 596 (2003); see also STEVENS, supra note 45, at 3.
especially troubling in light of the Supreme Court’s recent decision in *Dobbs v. Jackson Women’s Health Organization*, which overruled *Roe v. Wade* and *Planned Parenthood v. Casey*. Already, states like Oklahoma and Texas have passed laws that criminalize abortion and allow private citizens to recover civil damages “from anyone who helps someone get an abortion.” This means that not only state law enforcement agencies, but also private individuals, suddenly have an interest in who might be traveling to or from abortion clinics around the country. The danger here is not speculative. A company called SafeGraph, which in 2021 sold the location data of millions of Americans to the Centers for Disease Control and Prevention (which was interested in tracking citizens’ compliance with curfews and stay-at-home orders during the COVID-19 pandemic), also sells location data for people who visit abortion clinics. For just $160, a Vice reporter was able to purchase location data for every person who visited any of Planned Parenthood’s more than six hundred clinics over the course of a week. Included in this data set was not only information about how long people stayed at the clinics, but also where they traveled before and after their visits.

There are hundreds of different data brokers operating in the United States that collect different types of data on individuals. Some of the more

---

55. Id.
56. Id.
58. See FED. TRADE COMM’N, PROTECTING CONSUMER PRIVACY IN AN ERA OF RAPID CHANGE: RECOMMENDATIONS FOR BUSINESSES AND POLICYMAKERS 68 (2012) [hereinafter
well-known companies include Acxiom, Datalogix, Equifax, Experian, and LexisNexis. In a 2012 report about protecting consumer privacy, the Federal Trade Commission (“FTC”) sorted data broker companies into three categories: “(1) entities subject to the FCRA [Fair Credit Reporting Act]; (2) entities that maintain data for marketing purposes; and (3) non-FCRA covered entities that maintain data for non-marketing purposes that fall outside of the FCRA, such as to detect fraud or locate people.”

The FCRA is a 1970 statute regulating companies’ provision of consumer data when it is used or might be used to make decisions about a person’s eligibility for credit, insurance, housing, and employment, as well as other eligibility determinations. The motivation behind the FCRA was policymaker concern about “the lack of transparency among companies” dealing in such data. Importantly, the FCRA does not apply to the use or sale of consumer data for marketing purposes. This means that, while U.S. citizens have the right to review and correct their credit reports, “there’s often no way to know” the exact information a marketing or other kind of data broker knows about an individual or whether such information is correct.

Despite decades-long policymaker concern “about the lack of transparency of companies that buy and sell consumer data without direct consumer interaction,” and repeated reports by the FTC calling for regulation of the other categories of data brokers, these businesses have been left unregulated. This has led to a world in which Acxiom, a data broker that “provides consumer data and analytics for marketing campaigns and fraud detection,” has “over 3000 data segments for nearly every U.S. consumer.” A subsidiary of Equifax, a credit reporting data broker, “even collects detailed salary and pay stub information for roughly 38 percent of

---

59. See Angwin, Privacy Tools, supra note 57.
60. FTC, DATA BROKERS, supra note 30, at i (citing FTC, PROTECTING CONSUMER PRIVACY, supra note 58, at 65).
61. Id.
62. Id.
63. See id.
64. See Beckett, supra note 33. See generally id. (discussing the lack of transparency in data broker practices and difficulty consumers experience in correcting inaccurate information).
65. FTC, DATA BROKERS, supra note 30, at i.
66. See FTC, PROTECTING CONSUMER PRIVACY, supra note 58, at i–ii, v.
67. FTC, DATA BROKERS, supra note 30, at 8.
employed Americans.” In 2010, Josh Nardone, a chief executive for an undisclosed data broker, told the Wall Street Journal, “We never don’t know anything about someone.”

These categories, lists, and data points do not only exist in a vacuum on data brokers’ servers; they have real-world implications. In 2014, “Office Max sent a letter to a grieving father addressed to his name, followed by ‘daughter killed in car crash.’” Retailers, including Staples, Office Depot, Rosetta Stone, Home Depot, and Discover Financial Services, have used aggregated data about user characteristics to “consistently adjust[] prices and display[] different product offers” on their websites. For Office Depot, these characteristics include a customer’s geolocation and browsing history. Capital One Financial Corporation even uses individual consumer data to “instantly decide which credit cards to show first-time visitors to its website.”

While some might argue that companies can utilize these types of consumer data to create a more personalized, and therefore desirable, online shopping experience, that is not always the case. The data is often wrong. When Caitlyn Renee Miller, a journalist for The Atlantic, paid fifty dollars for a report from one data broker, nearly 50% of the information about her was incorrect. And when Julia Angwin, an investigative journalist and former senior reporter at ProPublica, requested reports from several data brokers, she was “equally irked by the reports that were wrong . . . as [she] was by the ones that were correct.” While most data brokers will share some

68. Beckett, supra note 33.
70. Beckett, supra note 33.
72. Id.
73. On the Web’s Cutting Edge, supra note 69.
75. See Miller, supra note 74.
76. Angwin, Privacy Tools, supra note 57.
data with consumers who may have to jump through hoops to request it. They only provide consumers access to some of the data and inferences made about them. And even then, the data is typically provided to the consumer in a raw format, meaning that consumers may not be able to identify what categories they have been sorted into, even with the data in their hands.

Most troublingly, it is extremely difficult, if not impossible, for most consumers to stop data brokers from collecting and distributing their data. This process is called opting out, which “means suppressing the consumer’s personal information from display in the data broker’s marketing products.” In 2014, Julia Angwin tried to opt out of data brokers’ collection and distribution of her data. She identified 212 brokers, and of those, “less than half—92—accepted opt-outs. Of those, a majority—65—required [her] to submit some form of identification,” like a driver’s license or social security number to opt out. While many companies allow for an opt-out request to be submitted online, twenty-four of the companies Angwin identified “required the opt-out forms to be sent by mail or fax.” While some companies have taken steps to enable consumers to more easily access and even correct some of their personal data, most companies only did so after

---

77. See FTC, DATA BROKERS, supra note 30, at 42 ("These data brokers provide notice on their website, typically within a lengthy privacy policy, and an explanation of how to access the information; however, these notices may be hard to understand.").
78. Id.
79. Id.
81. FTC, DATA BROKERS, supra note 30, at 42–43.
82. At the time of her article’s publication, there was no law that required data brokers to even offer opt-outs. See Angwin, Privacy Tools, supra note 57. Since her 2014 experiment, California has passed laws that require data brokers to allow their respective citizens the right to opt out of data collection. See What Are Data Brokers Required to Do Under California Law?, BCLP LAW (July 9, 2020), https://www.bclplaw.com/en-US/insights/what-are-data-brokers-required-to-do-under-california-law.html. Vermont has also passed a law that “requires companies to spell out whether there’s any way for consumers to opt out of their data collections.” Steven Melendez, A Landmark Vermont Law Nudges over 120 Data Brokers Out of the Shadows, FAST CO. (Mar. 2, 2019), https://www.fastcompany.com/90302036/over-120-data-brokers-inch-out-of-the-shadows-under-landmark-vermont-law. Further discussion about state laws requiring companies to allow users to opt out of data collection, see infra Section III.C.
83. Angwin, Privacy Tools, supra note 57.
84. See id.
85. See id.
86. Id.
87. See FTC, DATA BROKERS, supra note 30, at 42.
they were forced to change their data practices for some Americans in response to recent state legislation.88 Despite the FTC’s persistent recommendations, there remains no federal law beyond the FCRA regulating these data broker practices.

B. From Social Media Platform to Data Broker: Facebook’s Evolution

The face of Big Data is evolving. Though Facebook began as a social networking platform, this section explores the company’s evolution into a modern-day data broker.

When Antonio García Martínez, a former Facebook employee who invented the company’s targeted ad technology, began working for the company in 2011, there were no in-feed ads on the platform.89 At that time, a Facebook user visiting the site only saw small “postage-stamp-sized” ads on the right-hand side of the feed.90 In an interview for the technology and culture podcast Reply All, Martínez explained that he and three engineers discovered how to harness a user’s data to deliver them targeted ads.91 When a Facebook user logged into the website, their device told Facebook their location.92 This meant that suddenly Facebook knew when a user traveled, just because they logged in from an unfamiliar location.93

In 2012, Martínez and his team devised a way to continue tracking Facebook users across the internet (even after they left the website) using a small piece of code called Facebook Pixel.94 Installed on millions of websites, Facebook Pixel acts as “an internet surveillance camera.”95 It watches everything a person does on a website (like how long someone lingers on a certain webpage, whether someone purchases a product, and if someone adds something to their cart but decides not to buy it) and reports the data back to Facebook.96

Once Facebook perfected online tracking, it began purchasing people’s offline histories, too.97 In 2012, Facebook began buying data from

88. See supra note 82.
89. See Reply All, supra note 3, at 03:59.
90. Id. at 04:30.
91. Id. at 04:28.
92. Id. at 04:50.
93. Id. at 05:35.
94. Id. at 05:50.
95. Id. at 06:12.
96. Id. at 06:20.
97. Id. at 07:30.
Datalogix, a data broker that “collects information from store loyalty cards, [and] says it has information on more than $1 trillion in consumer spending ‘across 1400+ leading brands.’” Following its partnership with Datalogix, the company entered into deals with five other data brokers in a program it called “Partner Categories.” This program “allowed advertisers to tap into the shadow profiles crafted with data from Facebook and the brokers” to deliver hyper-specific ads for their target audiences. In practice, this meant that “[a] marketer who wanted to target new mothers . . . could use the data brokers’ information to send Facebook ads to all women who bought baby formula with a store rewards card.” When the ads that the data brokers helped place made a sale, the brokers “got a cut” and Facebook shared information with them about the ad’s performance.

While Partner Categories was operational, Facebook combined the brokers’ data with its own to create at least 52,000 “unique attributes that [it] . . . used to classify users.” These incredibly specific and “mind boggling” categories included “Pretending to Text in Awkward Situations” and “Breastfeeding in Public.” At the time, Facebook’s website told users that it obtained information about its users “from a few different sources.” Jeffrey Chester, the executive director for the Center for Digital Democracy, criticized Facebook’s opaque disclosure, calling the move dishonest. Users were not told that those sources included “detailed


100. Angwin et al., Facebook Is Quietly Buying, supra note 98.


102. Id.

103. Id.

104. Id.

105. See id. (noting Facebook’s end to the program in 2018).


107. Reply All, supra note 3, at 09:24.


109. Id.

110. Id.
dossiers obtained from commercial data brokers about users’ offline lives,” and users were not shown “any of the often remarkably detailed information” Facebook obtained through Partner Categories. Facebook users were not made aware that Facebook was “bundling a dozen different data companies to target” them. When Facebook was asked about its lack of disclosure, it responded that it did not “tell users about the third-party data because it’s widely available and was not collected by Facebook.”

Facebook continued to work with data brokers in the shadows from 2012 to early 2018, when it announced the end of Partner Categories. Although Facebook claimed that this move would “help improve people’s privacy on Facebook,” privacy experts viewed the move as “an assertion of dominance” from the technology giant. Facebook’s data mining and advertising capabilities had finally eclipsed those of the data brokers that came before it. Facebook no longer needed the data brokers because it had evolved into one itself.

C. Big Tech Companies Are the New Data Brokers

Facebook and Google are now data brokers in every way but name. They even fall squarely under the FTC’s definition of “data broker.” “When it comes to data, . . . today Acxiom can’t hold a candle to Facebook.” While Facebook and data brokers “often dealt in the same kinds of personal information advertisers find impossible to resist,” Facebook’s “first-party data” “served straight from the source, in the person’s own words,” is more appealing to advertisers than the third-party data that data brokers have aggregated from afar. Instead of using a traditional data broker that claims to capture “more than 80 percent of all U.S. births” from “personal spending and demographic data . . . of women they predict are new and expectant

111. Id.
112. Id.
113. Id.
114. See Harwell, supra note 101.
115. Id.
116. Id. (recognizing that Facebook’s decision to stop purchasing data from brokers was “a definitive signal that Facebook’s data capture and identity-targeting technology is light-years ahead of its competitors”).
117. See generally FTC, DATA BROKERS, supra note 30, at i (defining data brokers as “companies that collect consumers’ personal information and resell or share that information with others”).
119. Harwell, supra note 101.
mothers,” advertisers can tap directly into Facebook’s own data trove where people post about life events and freely share photos of their babies. When it comes to online advertising, Facebook’s and Google’s business models have eliminated the need to buy data from other sources because their data is better.

Facebook and Google use the same core surveillance-based business model, which Amnesty International breaks down into three main parts. First, the companies “develop digital products and services that people find useful and then collect extensive data about people who use or interact with these platforms.” These products and services range from Google Maps and Fitbit to Facebook’s digital messaging platforms, Messenger and WhatsApp. Importantly, the companies collect data from people who might not even be signed up to use these products and services. Second, they use algorithms to analyze the aggregated data, sort people into categories, and predict people’s behavior and interests. Third, the companies “sell access to the information to anyone who wishes to target a defined group of people. The primary aim of the companies’ business is to sell advertising placements enabling marketers and advertisers to target people online.” While Google and Facebook are two key examples of this business model, other tech giants like Amazon and Microsoft also rely on this model.

Not only does this business model benefit advertisers, who can target specific audiences using these platforms with pinpoint precision, but it has also made the technology companies “the richest companies in the history of humanity.” Together, Facebook and Google are responsible for approximately 70% of the world’s online ad revenues.

120. Id.
121. SURVEILLANCE GIANTS, supra note 15, at 10.
122. David Nield, All the Ways Google Tracks You—and How to Stop It, WIRED, https://www.wired.com/story/google-tracks-you-privacy/.
123. SURVEILLANCE GIANTS, supra note 15, at 14, 14 n.49 (explaining how Google gained “access to one of the world’s largest databases of activity, exercise and sleep data” by acquiring Fitbit).
124. Id. at 5.
125. Id. at 10.
126. Id. at 10.
127. Id.
128. See id.
revenue from advertising was 97% of its total revenue and Google’s was 81.5%. Translated to U.S. dollars, Facebook generated $114.9 billion in 2021 from online advertising alone, and Google brought in $209.5 billion during the same period. Despite the financial benefits this business model brings to Big Tech companies and online advertisers, it comes at an incredible cost to society as a whole. We live in a world where online privacy is a farce, and Big Data knows more intimate details about our lives than our closest friends.

II. The Dangers of Surveillance-Based Business Models

“So what if Google knows a lot about me: I’m still getting a lot for free, right?” To the uninitiated, this might seem like a fair question. But this mindset encapsulates society’s fundamental misunderstanding about its relationship to personal data and the tech giants who hoard and manipulate it. All of the “services on the Internet that we think of as free” are really “paid for by advertisers.” The platforms’ customers are not its users—the advertisers are. They pay companies like Google, Facebook, Twitter, Snap,
YouTube, and Instagram to display ads to users with “what every business has always dreamt of: to have a guarantee that if it places an ad, it will be successful. . . . They [tech companies] sell certainty.”

To successfully sell this certainty, the companies must be able to make accurate predictions about their users. And to make great predictions, the companies need “a lot of data.”

A. Coerced and Confused: Consumer “Consent”

Before Big Data companies may begin plugging someone’s data into their prediction models, they must first obtain consent. Unfortunately for users, “platforms have a grotesque interpretation of consumer consent.”

When faced with legal terms and service conditions, the vast majority of Americans, including Chief Justice Roberts of the United States Supreme Court, click “I agree” without reading them. By blindly “consenting” to the terms, conditions, and privacy policies of most technology companies, people permit Google to scan all of their emails and authorize Facebook to track their phone calls and text messaging history. When the media calls out companies for such practices, like in 2018 when the New York Times published that Facebook gave companies like Amazon, Spotify, Microsoft, and Netflix “far greater access to people’s data than it has disclosed,”
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company responded with, “well, users gave permission.”\(^\text{148}\) And the companies are not wrong. Because of the duty-to-read doctrine in contract law, which says that “a contracting party has a burden to read an agreement before assenting to its terms,” consumers enter into a legally binding contract when they click “I agree,” regardless of whether they have read the agreement.\(^\text{149}\)

This is by design. By requiring people to consent to lengthy terms of use and privacy policies in order to use their services, “Google and Facebook structure the transaction costs to encourage disclosure.”\(^\text{150}\) Companies like Facebook and Google “can afford to abuse privacy, because people have no choice but to accept.”\(^\text{151}\) While users technically do permit these companies to access their data, “the scope of access, how permission is asked, the purpose for which data is used, the duration of the permission, and revocation of permission”\(^\text{152}\) are generally unclear and often unreadable for the majority of the population.\(^\text{153}\) Two law professors conducted a study in 2019 that “found that 99% of the 500 most popular U.S. websites had terms of service written as complexly as academic journals, making them inaccessible to most people.”\(^\text{154}\) Also in 2019, *New York Times* journalist Kevin Litman-Navarro read and analyzed the length and readability of privacy policies for 150 popular websites and apps.\(^\text{155}\) Not only did he find that the “vast majority” of privacy policies exceeded a college reading level, but he also discovered that Google’s 2018 privacy policy was a thirty-minute read.\(^\text{156}\)
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Even the small percentage of people who do read privacy policies and terms of service agreements when signing up for a service are at risk of opting into harmful data practices disguised as improvements down the road. Platforms strategically “impose so many decision opportunities that privacy management is literally impossible.”157 In 2016, for example, Google “quietly erased” lines in its privacy policy, eliminating its ban on personally identifiable web tracking.158 This change marked a drastic departure from the company’s nearly decade-long practice of keeping users’ names separate from its anonymous online ad tracking.159 In a statement about Google’s privacy policy change, Google spokeswoman Andrea Faville wrote that “the change ‘is 100% optional—if users do not opt-in to these changes, their Google experience will remain unchanged.’”160 Instead of being forthright about this change, Google tricked users into opting-in “through a request with titles such as ‘Some new features for your Google account.’”161 Once these companies have obtained your “consent,” there is nothing stopping them from using your information in essentially any way they wish.

B. The Manipulation-Based Business Model

As advertisers are increasingly willing to pay technology companies top dollar to target hyper-specific groups of users, the companies are incentivized to addict users to their platforms. According to former Big Tech employees and leading technology industry experts,162 it is “too simplistic” to say that our data is what is being sold.163 Instead, our attention is the product.164 Using aggregated user data and constant surveillance across the internet, technology
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companies “build models that predict our actions” and are designed to keep users engaged for as long as possible.

Many technology companies have three main goals: (1) “the engagement goal: to drive up your usage, to keep you scrolling”; (2) “the growth goal: to keep you coming back and inviting . . . friends and getting them to invite more friends”; and (3) “the advertising goal: to make sure that, as all that’s happening, [they are] making as much money as possible from advertising.” To maximize engagement, growth, and advertising, companies use powerful algorithms to determine what content to show users.

The algorithms are written by humans but have minds of their own. Through a process known as “machine learning,” programmers give a computer a “goal state,” or a desired outcome, and the computer itself learns how to deliver the result. Every day, the computer “gets slightly better at picking the right posts in the right order so that you spend longer and longer” on the platform. And while human programmers control the inputs, “no one really understands what [the computers are] doing in order to achieve that goal.”

Because these algorithms control what we see and because they have “almost no human supervision,” “they’re controlling us more than we’re controlling them.” In optimizing their business models to achieve the aforementioned goals, social media and technology companies have created “'persuasion architectures’ that can manipulate and influence people at the scale of billions.”
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1. Content-Shaping Algorithms Create Echo Chambers

The algorithms that control what information individuals see online are known as “content-shaping algorithms.”176 The most visible examples of such algorithms include Facebook’s News Feed, YouTube’s recommendation engine,177 and TikTok’s For You Page. Companies market these algorithms as ways to show users the content most relevant to them.178 People believe these recommendation and personalization features are designed to serve them precisely the content they want, but this is simply not the case.179 Instead, “relevance is measured by predicted engagement: how likely users are to click, comment on, or share a piece of content.”180 The more accurately a company can predict the types of content a user is likely to engage with, the more valuable that company is to advertisers. This incentivizes companies to create individualized echo chambers that “filter[] the information people receive so that it largely supports their existing opinions.”181

When someone types “Climate change is” in the Google search bar, for example, the suggested autocompletions vary from person to person.182 Some people will see “climate change is a hoax,” but others will see “climate change is causing the destruction of nature.”183 This is “a function not of what the truth is about climate change, but about where you happen to be Googling from and the particular things that Google knows about your interests.”184

When individuals only consume information designed to cater to their worldviews, people begin “operating on a different set of facts.”185 At scale, people are rendered unable “to reckon with or even consume information that contradicts” that specially curated worldview.186 According to Rashida Richardson, a professor at NYU School of Law, “That means we aren’t actually being objective, constructive individuals.”187
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This echo chamber phenomenon on social media becomes particularly concerning when it comes to news consumption. In 2016, a survey by Pew Research Center found that 62% of adults consume their news on social media.\textsuperscript{188} News consumption on Facebook is “dominated by selective exposure, meaning that people are most often exposed to news sources that reinforce their existing opinions.”\textsuperscript{189} This is a key reason why so much of online discourse devolves into a showdown between “us versus them.”\textsuperscript{190} Experts warn that these algorithms are actually “increasing polarization in society.”\textsuperscript{191} And technology companies thrive on this polarization because it is “extremely efficient at keeping people online.”\textsuperscript{192}

While for years Facebook CEO Mark Zuckerberg denied that the company designed its products to maximize user engagement, former Facebook employee-turned-whistleblower Frances Haugen exposed the truth when she disclosed a trove of internal Facebook documents, known as the “Facebook Papers,” to the U.S. Securities and Exchange Commission in October 2021.\textsuperscript{193} Among the most shocking revelations was that, from 2017 to 2020, Facebook’s algorithm gave five times more weight to “angry” emoji reactions than “likes,” boosting divisive and provocative content in users’ feeds.\textsuperscript{194} Data scientists at Facebook confirmed that posts prompting “angry” reactions “were disproportionally likely to include misinformation and toxic content.”\textsuperscript{195} And when the company set the “angry” reaction’s weight to zero in September 2020, the algorithm exposed users to less misinformation and “disturbing” content.\textsuperscript{196}
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2. Echo Chambers Amplify Conspiracy Theories and Divisive Content

When platforms selectively expose users to information that reinforces their opinions, and when recommendation engines are designed to send people down rabbit holes, radical ideas once confined to the fringes of the internet can find their way into the mainstream. A timely example of this is the explosion of QAnon in the United States. QAnon is an elaborate, disproven, “big tent” conspiracy theory whose supporters believe that former President Trump is “fighting a global child-trafficking network led by satanic, cannibalistic left-wing pedophile elites.” QAnon was born in October 2017 when an anonymous account now known as “Q” posted on 4chan, a “notoriously toxic message board.” The anonymous poster “claimed to be a high-ranking government insider with access to classified information” about Trump’s war on the global pedophile cabal. The theory’s supporters initially existed only on the fringes of the internet, but over time started making their way onto more mainstream platforms like Twitter, YouTube, and Facebook. As they migrated, the posts, memes, and videos they used to explain their ideology “became more accessible and digestible.” And as the group’s messaging appealed more to the masses, QAnon exploded in popularity.

The extremist ideology, paired with Facebook’s recommendation algorithm, which suggests various groups users might be interested in joining, created a “dangerous combination.” The FBI categorized QAnon as a “potential domestic terror threat” in 2019 when its supporters began committing violent crimes, including kidnapping, assault, and attempted murder, in the real world.

In March 2020, when millions of Americans were confined to their homes due to the COVID-19 pandemic and were spending a lot of time online,
“three leading QAnon Facebook groups saw their membership rise from under 50,000 to over 300,000.”206 By August, Facebook found that QAnon groups and pages on its platform had more than three million followers.207 On August 19, when Facebook announced that it had banned QAnon content and shut down hundreds of related groups and pages,208 the group rebranded, co-opting the hashtag “Save The Children” from a legitimate anti-trafficking group’s hashtag campaign.209 At the same time, the QAnon base moved to Instagram, a Facebook-owned platform. While accounts that already had high followings on the platform began promoting the hashtag, so too did smaller accounts, which used “#savethechildren” as “an Internet cheat code.”210 Accounts that usually received only a few hundred likes per post “found themselves getting tens of thousands of likes as soon as they started posting about ‘Save the Children.’”211 This engagement fueled QAnon’s growth on the platform and continued the group’s promotion of false and harmful information.

QAnon’s rebranding and surge in popularity led to two major, real-world consequences. First, the Save the Children movement spread inaccurate information that made it more difficult for legitimate organizations to fight actual trafficking.212 QAnon’s supporters “made it harder for people with real information about possible human trafficking victims to get through.”213 Second, in 2020, more than twenty QAnon-supporting candidates ran for U.S. Congress.214 Although the belief in QAnon theories falls on a spectrum, and most people who attended Save the Children rallies do not believe that Hillary Clinton actually “eats children,” the extremist ideology is designed to send people down rabbit holes, “radicaliz[ing] them according to their own personality type.”215 The hysteria that compounds as people crawl deeper down those rabbit holes “could more than likely eventually lead to [their] thinking that Hillary Clinton eats children.”216 The danger is that “people
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don’t need to believe, or even be aware of, the entirety of a conspiracy theory for it to start influencing their decisions.”

And in the 2020 election, this influence led to two of the twenty QAnon supporters actually winning seats in Congress.

This is only one of the most recent examples of how social media platforms’ persuasion architectures have been exploited to manipulate society and impact its political processes. Russia’s interference in the 2016 U.S. presidential election is another example. In this case, the Russians did not hack or hijack Facebook. Instead, “they used the tools that Facebook created for legitimate advertisers and legitimate users, and they applied it to a nefarious purpose.” When influence and persuasion capabilities are deployed on a large scale on platforms like Facebook, Instagram, and YouTube, companies have the power to influence peoples’ opinions, but other actors do too.

3. Divisive Content Erodes Democracy

On January 6, 2021, Nick Alvear, an activist filmmaker, cheered from the top steps outside the U.S. Capitol, his camera trained on the mob of fellow Trump supporters plowing their way inside the building. Alvear was one of an estimated 2,500 people who breached the Capitol on January 6 to protest the outcome of the 2020 presidential election and disrupt Congress’s certification of President Joe Biden’s election win. What drew him to Trump? Save the Children.

In an interview for an HBO documentary about the January 6 insurrection, Alvear explains, “I believed in [Trump’s] message. And 800,000 kids go missing a year in the United States . . . That’s usually what gets people into the door supporting Trump . . . we can all relate to having love for children.” As the documentary cuts to Alvear’s footage of the Capitol’s Rotunda teeming with rioters, Alvear explains that he
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believes he is “part of the first wave that is bringing . . . awareness” to the movement.226

QAnon was among more than a dozen other extremist groups represented at the Capitol that day, including the Proud Boys, the Oath Keepers, the Three Percenters, the Nationalist Socialist Club (a hate group known to disrupt Black Lives Matter protests), and No White Guilt.227 Their unifying cause—Stop the Steal.

In the hours after polls closed on November 3, 2020, “angry Donald Trump supporters on Facebook coalesced around a rallying cry now synonymous with the siege on the U.S. Capitol: ‘Stop the Steal.’”228 Trump supporters flooded the social media site with disinformation about election results, “perpetuat[ing] the lie that the election had been stolen from then-President Donald Trump—a lie that Trump himself had been stoking for months.”229 On November 5, Facebook banned the explosively popular “Stop the Steal” Facebook group, which had amassed more than 360,000 members in less than two days and was gaining “tens of thousands” of new members every hour.230 Justifying the ban on the group and all other groups with similar names, the company “cited the prevalence of posts calling for violence and using hate speech” within those groups.231 Despite this move, Facebook hardly made a dent in the surge of disinformation and insurrection threats that spread on the social media site between Election Day and the January 6 insurrection.232 In fact, according to a joint ProPublica and Washington Post investigation analyzing millions of Facebook posts, leaked internal company documents, and interviews with former employees, Facebook “played a critical role in the spread of false narratives that fomented the violence of Jan. 6.”233
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Facebook began heavily promoting groups as a way to drive user engagement in 2017. In the months leading up to Election Day 2020, Facebook established a special task force to police groups focused on U.S. politics because of how “toxic” they had become. While the task force removed “hundreds of groups with violent or hateful content in the months before Nov. 3,” Facebook disbanded the task force and pulled back on other enforcement measures “shortly after the vote.” Because of Facebook’s decision, in the “nine increasingly tense weeks” leading up to the January 6 insurrection, Facebook groups “were inundated with posts attacking the legitimacy of Biden’s election while the pace of removals noticeably slowed.” While content removal picked up again the week of January 6, the “lull in enforcement” allowed “hundreds of thousands of posts questioning the legitimacy of Biden’s victory,” “lies about voter fraud,” and “calls for violence” to run rampant in the interim—arguably when such policing measures mattered most. Facebook was not the only website to host extreme content in the lead-up to the January 6 attack, but Trump “used Facebook as a key platform for his lies about the election right up until he was banned on Jan. 6. And Facebook’s reliance on groups to drive engagement gave those lies unequaled reach.”

While Facebook cannot be held solely responsible for the proliferation of false information surrounding the 2020 election results that led to an attack on American democracy, ProPublica and the Washington Post’s analysis reveals that Facebook’s failure to effectively police the dissemination of such information played a key role in the harmful narrative’s spread. Until new legislation is enacted to curtail similar practices, Facebook and other technology and social media companies will continue to facilitate the radicalization of their users, contribute to real-world harms, and threaten the bedrock of society.

As the discussion above has shown, Big Data’s current data practices pose myriad threats—not only to individual American consumers, but also to society at large. This Part continues by introducing the internationally
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recognized human right to privacy and exploring how these companies’ practices fall short of the international standards designed to protect this right.

C. The Human Right to Privacy

1. Identifying the Nature of the Right

   International human rights law recognizes a fundamental right to privacy that governments are required to follow and U.S. companies are expected to respect in their operations. This section identifies international texts that establish the right to privacy and incorporates work by leading UN privacy experts in attempting to define what the right entails. It also outlines steps that U.S. companies are expected to take in guaranteeing the right to privacy.

   Two key texts in international law specifically provide for the human right to privacy. First, the Universal Declaration of Human Rights (“UDHR”) provides that “[n]o one shall be subjected to arbitrary interference with his privacy, family, home or correspondence . . . . Everyone has the right to the protection of the law against such interference or attacks.”241 Second, the International Covenant on Civil and Political Rights (“ICCPR”) provides that “[n]o one shall be subjected to arbitrary or unlawful interference with his privacy, family, home or correspondence . . . . Everyone has the right to the protection of the law against such interference or attacks.”242 While the UDHR is merely an aspirational document that proclaimed a “standard of achievement for all peoples and all nations” to follow in the wake of World War II,243 the ICCPR is a legally binding treaty to which the U.S. government is a party.244 Thus, it has the same status as federal law.245 While treaties are normally only binding on state actors, the U.S. government has made clear

243. See UDHR, supra note 241, at pmbl.
245. See U.S. CONST. art. VI, § 2. While the ICCPR is part of U.S. law, it is technically a “non-self-executing” treaty. See BARRY E. CARTER, ET AL., INTERNATIONAL LAW 191 (7th ed. 2018). Accordingly, Congress must have passed implementing legislation for the ICCPR to be enforceable in U.S. courts. See id. While Congress has not yet passed implementing legislation for the ICCPR, its status in the hierarchy of U.S. law remains equal to that of federal law, and the U.S. must comply with its international obligations regarding the right to privacy regardless of the treaty’s enforceability in domestic courts. See id. at 191–92.
its expectation that U.S. companies respect international human rights in their operations.246

In recent years, leading experts have set out to clarify the scope of the right to privacy with greater detail. In particular, Joseph Cannataci, the former UN Special Rapporteur on the right to privacy, has advanced his understanding of what the right entails in today’s digital landscape.247 In a 2016 report surveying global perspectives on the right to privacy, Cannataci recognized that the right exists within the context of a “fundamental right to dignity and the free, unhindered development of one’s personality.”248 He has similarly noted that “in general, the protection of private life includes other rights and specific guarantees for the storage of information, access to personal data, as well as the regulation on protection of private communications, names, physical and moral integrity.”249 Importantly, in discussing the right in light of new privacy laws that went into effect around the world from 2017 to 2018 (including the European Union’s General Data Protection Regulation, which is discussed in more detail below), Cannataci specifically concluded that “the unrestricted sharing of data . . . [is] contrary to the protection of the right to privacy and must cease.”250

Although these findings do not precisely define the scope of the right to privacy, they do recognize its importance in the digital age. They also suggest that companies are acting inconsistently with international human rights standards by engaging in the unrestricted sharing of users’ personal data. As a result, to stop contributing to infringements of their users’ human rights, U.S. businesses must stop sharing consumer data in the ways they have grown accustomed.

---


2. Standards for U.S. Businesses

The United Nations Guiding Principles on Business and Human Rights ("UNGPs"), which the Human Rights Council unanimously endorsed in 2011,251 established a framework that businesses should follow to promote human rights in their operations.252 The UNGPs recognize that countries have an obligation to protect human rights and that there are two primary ways for corporations to respect human rights in their operations.253 First, businesses should respect human rights by avoiding infringing on them.254 Second, businesses should address the adverse human rights impacts that their operations cause or contribute to.255 Because the U.S. government has endorsed the UNGPs and stated that it expects U.S. companies to follow them, U.S.-based data and technology companies are expected to respect human rights and provide remedies when their operations cause or contribute to infringements.256

The responsibility to respect human rights begins with taking efforts to avoid infringing on those rights recognized in the UDHR and ICCPR and addressing a company’s involvement in undermining human rights.257 This responsibility applies to corporations of all sizes and across all sectors and includes adopting policy commitments, conducting human rights due diligence, and implementing remedy processes.258 Due diligence should be ongoing and include adverse impacts linked to operations, products, services, and business relationships—even where the company’s own activities do not cause adverse impacts.259 After conducting due diligence, companies should integrate the findings into their operations and track their effectiveness based on both quantitative and qualitative factors, as well as feedback from internal and external sources.260

Though businesses are required to respect human rights in their operations, they must also comply with the domestic laws of the countries where they
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operate.\textsuperscript{261} When the obligation to comply with local laws conflicts with the responsibility to respect human rights, companies should treat human rights as a compliance issue and find ways to best protect them.\textsuperscript{262} In circumstances where preventing adverse human rights impacts is not possible, corporations should provide remedies to affected persons. In providing access to effective remedies, companies should make these processes legitimate, accessible, predictable, equitable, transparent, and rights-compatible.\textsuperscript{263} Together, these principles establish the standards against which the operations of companies like Facebook and Google should be compared.

3. Current Business Practices Fail to Uphold These Standards

It is immediately apparent that these companies are falling well below the standards established by the UNGPs. At a minimum, to respect the human right to privacy, they should be conducting due diligence into how their operations undermine their users’ privacy rights and incorporating those findings into their operations. However, industry practice makes clear that companies like Facebook and Google are either choosing not to conduct this due diligence or refusing to incorporate the findings. Rather than taking steps to limit potential infringements on their users’ privacy rights, these companies and their counterparts are instead electing to prioritize their own profits.

Beyond merely failing to prevent or limit adverse human rights impacts, data and technology companies are also failing to comply with the second key requirement under the UNGPs: to implement meaningful remedial processes. Rather than compensating users when their personal data is shared with advertisers and other third parties, these companies are turning their backs on the very consumers who make them so profitable. The impunity with which data and technology companies share user data across the internet spotlights their failure to implement accessible, predictable, equitable, and transparent remedies. By both failing to protect users’ data in the first place and by further depriving them of remedies after the fact, these companies are infringing on their users’ human rights in every way that the UNGPs were designed to prevent. Because these companies have failed to adhere to the best practices established by the UN and championed by the U.S. government, regulation will be a vitally important tool in protecting the privacy rights of consumers.
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III. The Current State of Data Privacy Legislation

In light of the risks that these companies’ business models and operations pose for the right to privacy, various countries and U.S. states have begun regulating the collection and use of consumers’ personal data. Part III highlights one regional data privacy regulation, five U.S. federal legislative proposals, and several comprehensive state laws and proposals that help showcase both the evolution and current state of data privacy regulation.

A. The European Union’s General Data Protection Regulation

The European Union (“EU”) took the first major step towards regulating data privacy in 2016 when it adopted the European Union General Data Protection Regulation (“GDPR”). The GDPR was designed to regulate the processing of personal data.\(^{264}\) In the EU, “[t]he protection of natural persons in relation to the processing of personal data is a fundamental right.”\(^{265}\) The GDPR created much stronger rules for data protection, which gave people “more control over their personal data.”\(^{266}\) The GDPR protects individuals who are physically present in the EU, regardless of citizenship and length of stay.\(^{267}\) This means that the GDPR applies to EU citizens, tourists, expatriates, cross-border commuters, refugees, and stateless persons, but it does not apply to EU citizens who are physically located outside of the EU.\(^{268}\)

Since the GDPR entered into force on May 25, 2018, all companies operating in the EU have been subjected to one set of data protection rules, regardless of their geographic bases.\(^{269}\) This means that, once the law went into effect, companies around the world, including Google, Facebook, and Amazon, became subject to its regulatory framework. Under the GDPR, obligations and duties under the law apply to both “data ‘controllers’ and data ‘processors,’ irrespective of size and whether activity is for profit or not.”\(^{270}\)

---
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The GDPR distinguishes data “controllers” from data “processors” because “not all organisations involved in the processing of personal data have the same degree of responsibility.” While Article 4(7) of the GDPR defines a “controller” as “the natural or legal person, public authority, agency or other body which, along or jointly with others, determines the purposes and means of the processing of personal data,” Article 4(8) defines a “processor” as “a natural or legal person, public authority, agency or other body which processes personal data on behalf of the controller.” Because controllers decide how personal data is used and processed, most of the GDPR’s obligations fall on them; meanwhile, processors’ compliance responsibilities are more limited.

While the GDPR contains forty-five specific regulations for data collection and processing practices, controllers should, at a minimum, take the six basic but most important steps listed below to comply with the law. First, controllers must obtain consent from data subjects to process their data. This consent must be communicated through clear terms, freely given by the user, and revocable at any time. In practice, businesses are required to “prompt consumers to ‘accept’ cookies and other tracking technologies before progressing on a website.” Importantly, for “consent to be valid . . ., a consumer must actively confirm their consent, such as by ticking an unchecked opt-in box.” Second, controllers must report security breaches to customers and a supervisory authority within seventy-two hours of becoming aware of a breach. Third, if data subjects request their data profile from a controller, the controller must provide them with a free copy.
of all of the data about them and explain how that data is being used.\(^{282}\) Fourth, because the GDPR gives data subjects the “right to be forgotten,” controllers must be prepared to remove data in response to valid requests.\(^{283}\) Pursuant to the right to be forgotten, individuals have the right to request that their data be deleted after it has been used for its original purpose.\(^{284}\) Fifth, controllers are encouraged to package data “in a structured, commonly used, machine-readable and interoperable format” that enables data portability between controllers.\(^{285}\) Finally, data controllers should build their systems to include “[p]rivacy by design,” which might include measures to minimize the amount of personal data being processed, process personal data in a way that prevents it from being attributed to a particular individual, or allow data subjects to monitor the processing of their data.\(^{286}\)

The structure of the European Union complicates enforcement of the GDPR. Each EU Member State has one Data Protection Authority (“DPA”).\(^{287}\) DPAs are “independent public authorities” that handle complaints of GDPR violations and have the power to investigate and fine companies to ensure compliance with the law.\(^{288}\) Ideally, complaints would be distributed evenly across the twenty-eight DPAs, but because of a “quirk” in European law that “funnels complaints to the country where companies have their European headquarters,” a substantial amount of the early responsibility for exercising oversight fell “to just one small, underfunded agency, the Irish Data Protection Commission.”\(^{289}\) While other countries’ DPAs have begun enforcing the GDPR over the last few years, the disjointed nature of the GDPR’s enforcement regime highlights the need for a more

\(^{282}\) See id. at 11–12.

\(^{283}\) See id. at 12; see also Ben Wolford, Everything You Need to Know About the “Right to Be Forgotten,” GDPR.EU, https://gdpr.eu/right-to-be-forgotten/ (last visited Jan. 8, 2022).

\(^{284}\) See GDPR, supra note 264, at 12.

\(^{285}\) Id. at 13; see Saltis, supra note 276.

\(^{286}\) Saltis, supra note 276; see GDPR, supra note 264, at 78 (“[T]he controller should adopt internal policies and implement measures which meet . . . the principles of data protection by design and data protection by default.”).
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\(^{289}\) Katie Collins, As the GDPR Turns 2, Big Tech Should Watch Out for Big Sanctions, CNET (May 24, 2020, 5:00 AM PT), https://www.cnet.com/news/as-the-gdpr-turns-2-big-tech-should-watch-out-for-big-sanctions/.
centralized enforcement system, which is something that Senator Gillibrand provides for in her 2020 and 2021 proposals. As the first widespread data privacy law in the world, the GDPR has been the subject of significant criticism. One leading critique is that fines under the GDPR are missing the targets: big technology companies. While the tech giants can withstand significant fines, including those totaling many millions of dollars, smaller technology companies often cannot. Instead of using fines to deter the companies that are doing the most damage in terms of online data privacy, the GDPR has the potential to further strengthen the largest technology companies’ existing monopolies by wiping out their competition.

Between May 2018 and July 2022, approximately 1,270 fines have been levied by DPAs in EU member states. Of those fines, only a small number have been levied against large technology companies based in Silicon Valley. While the DPAs in Luxembourg, Ireland, France, and Spain have levied fines of 10 million euros or more against these companies, including a 746 million euro fine against Amazon’s European division in July 2021 and 225 million euro fine against WhatsApp Ireland in September 2021, more than 85% of the fines have been for 100,000 euros or less. And even when data companies receive fines that seem significant, they are much less impressive when placed in context. For example, the Amazon fine represents less than one day’s worth of revenue, and a 50 million euro fine levied against Google in 2019 amounted to only one-tenth of the company’s daily sales. As these figures make clear, the biggest companies can afford to
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continue violating the GDPR while smaller entities and individuals bear the brunt of enforcement.

Large companies that can afford “small armies of lawyers” are no match to the underfunded agencies responsible for GDPR enforcement. Before the GDPR went into effect, several tech giants had already prepared their defenses. Google, for example, spent “hundreds of years of human time and, ostensibly, billions of dollars to shore up its defenses.” Just after the GDPR’s launch, Facebook reinterpreted the rules for reporting breaches and took two months “instead of the required 72 hours to report a breach affecting 7 million users’ private photos.” While “the richest companies in the history of humanity” can afford to insulate themselves against the GDPR, smaller companies cannot because they have neither “the time, money, [nor] personnel to tackle privacy compliance.” The effect on small and mid-sized companies has already been seen in action. As advertisers choose “to spend more with the platform giants because of their ability to withstand regulatory assaults,” European ad-tech companies go extinct. Despite its drawbacks, the GDPR set the stage for data privacy and protection reform around the globe.

B. Recently Proposed Federal Data Privacy Legislation

The United States seriously lags behind Europe in terms of data privacy because it lacks a comprehensive federal data privacy law. Today, there exists only a patchwork of sector-specific federal laws that regulate online privacy and data collection. The main federal mechanism for enforcing

---
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privacy promises made by companies is 15 U.S.C. § 45, which gives the FTC the responsibility to prevent “[u]nfair methods of competition in or affecting commerce, and unfair or deceptive acts or practices in or affecting commerce.” With scarce resources, the FTC is left to prevent only the most pressing threats to online privacy.  

1. Senator Gillibrand’s Data Protection Act

Following the EU’s adoption of the GDPR, American legislators began proposing their own ideas for what data privacy reform could look like in the United States. In February 2020, Senator Kirsten Gillibrand (D-NY) introduced the Data Protection Act of 2020. The proposed legislation would have established the Data Protection Agency (“DPA”), an independent federal agency “that would serve as a ‘referee’ to define, arbitrate, and enforce rules to defend the protection” of people’s personal data. The agency would have been authorized “to (1) enforce federal privacy law, and (2) take specified actions to prevent a covered entity from committing or engaging in an unfair or deceptive act or practice.”

Senator Gillibrand explained that the DPA would serve three core missions. First, it would enforce data protection rules, giving Americans control over their own data. The DPA would be authorized by Congress (or itself) to enforce privacy laws around data protection and would enforce such laws through “civil penalties, injunctive relief, and equitable remedies.” Additionally, much like the GDPR’s Data Protection Authorities, Senator Gillibrand’s DPA would “take complaints, conduct investigations, and inform the public on data protection matters.”

Second, the DPA would “[w]ork to maintain the most innovative, successful tech sector in the world and ensure fair competition within the
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digital marketplace.” The agency would develop and provide resources across sectors to promote data protection and privacy innovation. It would also “ensure equal access to privacy protection” by protecting internet users from “‘pay-for-privacy’ or ‘take-it-or-leave-it’ provisions in service contracts.”

Third, the DPA would be tasked with advising Congress on the latest issues in privacy and technology, as well as educating the American government on issues like encryption and deepfakes. The DPA “would also represent the United States at international forums regarding data privacy and inform future treaty agreements regarding data.” Unfortunately, the bill failed to capture the attention of Congress. On February 13, 2020, it was read twice before the Senate and referred to the Committee on Commerce, Science, and Transportation. Because the Data Protection Act of 2020 never made it out of the Committee, it died at the end of the 116th Congress.

Despite the bill’s failure, its proposal was a step in the right direction. In a post titled “The U.S. Needs a Data Protection Agency,” Senator Gillibrand expressed her motivations for the proposed legislation. She offered two frighteningly plausible hypotheticals to illustrate how “lawlessness in the data privacy space [could] give rise to new, unexpected forms of injustice.” What if your health insurance company bought your fitness data from a fitness tracking app and decided to increase your rates because it thought you did not exercise enough? What if tech companies could determine that you had a poor credit score, or that you were low-income? And what if a third party purchased this information and used it to serve you ads for predatory payday lending schemes? Many of Senator Gillibrand’s concerns echo those expressed by NGOs, scholars, and think tanks specialized in the area of data privacy and protection. Undeterred by the 116th Congress’s lack
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of enthusiasm for federal data privacy legislation, Senator Gillibrand introduced the Data Protection Act of 2021 in June 2021.329 In a press release announcing the renewed piece of legislation, Senator Gillibrand highlighted that the new version “has undergone significant improvements, including updated provisions to protect against privacy harms and discrimination, oversee the use of high-risk data practices, and to examine and propose remedies for the social, ethical, and economic impacts of data collection.”330 She specifically identified five improvements to the proposed legislation’s purpose, objectives, and functions: (1) granting the DPA oversight authority over technology mergers involving data brokers; (2) establishing an Office of Civil Rights within the DPA; (3) improving the DPA’s enforcement powers; (4) prohibiting data brokers from engaging in broader categories of activities and establishing heightened penalties for certain categories of violations; and (5) promoting transparency by defining key terms like “Data Aggregators” and “Privacy Harm.”331

While the Senate may have failed to act on Senator Gillibrand’s proposed legislation in 2020, the new version has been endorsed by numerous data privacy experts working in NGOs and academic institutions.332 Most notably, the Data Protection Act of 2021 has been lauded by Harvard Business School Professor and prominent data privacy scholar Shoshana Zuboff, who offered the following praise:

Imagine the twentieth century without the National Labor Relations Board, the Food and Drug Administration, the Federal Deposit Insurance Corporation, the Federal Trade Commission, or any one of the dozens of critical institutions invented in that century to keep America’s industrial economy safe for democracy, tethered to the rule of law and the values and principles of a democratic people. The Data Protection Act of 2021 begins the urgent work of inventing the institutions that will make our digital century safe for democracy, advancing the
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democratic values of citizens’ rights, the rule of law, and inclusive prosperity. With this bill, Senator Gillibrand joins a history-making new wave of legislative and regulatory efforts in the US and Europe that promise to assert democratic governance over unconstrained tech power for the sake of a digital and democratic future.\(^\text{333}\)

As a pioneer in the realm of digital surveillance and data privacy, Professor Zuboff recognizes the importance of comprehensive federal legislation. Like its predecessor, the Data Protection Act of 2021 is before the Senate Committee on Commerce, Science, and Transportation.\(^\text{334}\) If it does not pass both houses of Congress by the end of 2022, Senator Gillibrand will have to reintroduce a new version during the next legislative session.

2. Other Federal Legislative Proposals

Over the past couple of years, other members of Congress from both major parties have also introduced pieces of federal data privacy legislation. First, in March 2021, Representative Suzan DelBene (D-WA), a former Microsoft executive, introduced the Information Transparency and Personal Data Control Act (“ITPDCA”).\(^\text{335}\) The ITPDCA would impose several requirements on companies that the Data Protection Act of 2021 would not: (1) they would have to obtain consumers’ opt-in consent before sharing personal information with third parties; (2) they would have to honor consumer requests to opt out of future collection, processing, selling, and sharing of personal information; (3) their privacy policies would have to be written clearly for consumers to understand; and (4) those that use more than 250,000 individuals’ personal data per year would have to undergo a privacy audit every other year and publish the results.\(^\text{336}\) While Senator Gillibrand’s proposal suggests creating a separate agency to oversee data privacy and implement rules toward that end, the ITPDCA would delegate broad enforcement and regulatory authority to the FTC.\(^\text{337}\) At the same time, the ITPDCA is considered “business-friendly” because it does not include a
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\(^{334}\) See S.2134 – Data Protection Act of 2021, supra note 329.
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private right of action and would preempt state laws.\footnote{338} Because the ITPDCA would provide much-needed clarity for businesses that are currently being forced to navigate a patchwork of state laws regulating digital privacy,\footnote{339} it has been endorsed by groups like the National Retail Federation and the U.S. Chamber of Commerce.\footnote{340} It was referred to the House Subcommittee on Consumer Protection and Commerce shortly after being introduced and has not been acted on since.\footnote{341}

Second, in May 2021, Senators John Kennedy (R-LA) and Amy Klobuchar (D-MN) introduced the bipartisan Social Media Privacy Protection and Consumer Rights Act (“SMPPCRA”).\footnote{342} According to the authors, the SMPPCRA was introduced to strengthen user privacy, empower consumers to control how their data is used, and limit companies’ abilities to profit from individuals’ personal data.\footnote{343} This legislation would require companies to write their terms of service in plain language, allow consumers to opt out of data collection, establish mandatory notification requirements for companies within seventy-two hours of a data breach, and provide users with additional remedies when their data is compromised.\footnote{344} Like the Data Protection Act of 2021, the SMPPCRA was referred to the Senate Committee on Commerce, Science, and Transportation shortly after being introduced and has not been acted on since.\footnote{345}
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Third, in July 2021, Senators Roger Wicker (R-MS) and Marsha Blackburn (R-TN) introduced the Setting an American Framework to Ensure Data Access, Transparency, and Accountability Act (“SAFE DATA Act”). Like the ITPDCA, the SAFE DATA Act would delegate enforcement and regulatory authority to the FTC. The Act would also require the FTC to share information about discriminatory business practices with state and federal agencies; require the FTC to maintain a registry of data brokers; and empower the FTC to oversee the data practices of common carriers and nonprofits. Beyond merely delegating additional authority to the FTC and giving consumers more control over how their data is collected and used, the SAFE DATA Act would require businesses to regularly assess the impacts of their data practices, especially those that pose increased risks of harm; establish internal controls and reporting mechanisms designed to mitigate risks for consumers; and prohibit data processing practices in violation of civil rights laws. Like the Data Protection Act of 2021 and SMPPCRA, the SAFE DATA Act was referred to the Senate Committee on Commerce, Science, and Transportation shortly after filing and has not progressed since.

Most recently, on June 3, 2022, members of the House Committee on Energy and Commerce announced a draft bipartisan federal data privacy law proposal called the American Data Privacy and Protection Act (“ADPPA”). The ADPPA would preempt all state data privacy laws except those in California and Illinois and establish a new enforcement bureau.
within the FTC. It would impose broad data collection and data processing requirements on a broad range of covered entities; give individual consumers rights to access, correct, and delete their personal data; prohibit companies from using data in a way that discriminates against protected classes; and require companies to submit annual impact assessments regarding how their algorithms work. While Representatives Frank Pallone, Jr. (D-NJ), Cathy McMorris Rodgers (R-WA), Jan Schakowsky (D-IL), and Gus Bilirakis (R-FL) introduced the bill on June 21, Senator Maria Cantwell (D-WA), who chairs the Senate Commerce Committee, and Senate Majority Leader Charles E. Schumer (D-NY) have indicated that they oppose the legislation for lacking enforcement power and generally not being robust enough. Additionally, because Senator Roger Wicker (R-MS) is expected to leave the Senate Commerce Committee to lead the Senate Armed Services Committee following the 2022 midterm elections, discussions about the ADPPA and similar proposals may struggle to maintain traction going into 2023.

C. State Data Privacy Laws Create a Confusing Patchwork of Requirements for Businesses to Navigate

1. California Enacted the First Comprehensive State Privacy Law in the United States in 2018

Without federal data privacy and protection legislation, states have been left to implement such laws on their own. California was the first state to pass a comprehensive data privacy law. The California Consumer Privacy Act
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(“CCPA”), which was enacted on June 28, 2018, took effect on January 1, 2020. The law protects California residents from harmful data practices by regulating for-profit entities (including data brokers) doing business in California that fall into at least one of three categories. A company must either (1) have annual gross revenues of more than $25 million; (2) buy, receive, sell, or share the personal information of more than 50,000 consumers, households, or devices (either in one category or across all categories); or (3) derive at least 50% of its annual revenues from sales of consumers’ personal information. The CCPA does not apply to the government or non-profit entities.

The CCPA, though much more limited in scope, drew inspiration from the European Union’s GDPR and aims to secure four main privacy rights for California citizens. First, the CCPA gives Californians the right to know what “personal information a business collects about them and how it is used and shared.” If a California consumer requests their information from a company, it must disclose what information was collected, how it was used, and if it was shared or sold. The consumer may also specifically request that a business disclose the following:

The categories of personal information collected; Specific pieces of personal information collected; The categories of sources from which the business collected personal information; The purposes for which the business uses the personal information; The categories of third parties with whom the business shares the personal information; [and] The categories
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of information that the business sells or discloses to third parties.\textsuperscript{369}

Second, with some exceptions, the CCPA gives consumers “[t]he right to delete personal information collected from them.”\textsuperscript{370} Third, the law codifies “[t]he right to opt-out of the sale of their personal information.”\textsuperscript{371} And fourth, it provides consumers with “[t]he right to non-discrimination for exercising their CCPA rights.”\textsuperscript{372}

The above rights are granted to California consumers by requiring businesses to comply with new rules under the CCPA. The law requires covered entities to provide links on their websites that allow consumers to opt out of the sale and disclosure of their personal data.\textsuperscript{373} The California Attorney General clarified that this process should be easy for consumers and that opting out should require only minimal steps.\textsuperscript{374} Such links may be labeled “Do Not Sell My Personal Information” or “Do Not Sell my Info.”\textsuperscript{375} Businesses have fifteen business days to comply with opt-out requests and forty-five days to comply with requests to know or delete user information.\textsuperscript{376} If businesses fail to comply with such requests in a timely manner, they may be fined up to $7,500 per violation.\textsuperscript{377}

For most CCPA violations, California consumers are not entitled to bring private lawsuits against the businesses that harmed them.\textsuperscript{378} In fact, in the instance of most CCPA violations, the only action available to consumers is to file a consumer complaint with the Office of the Attorney General.\textsuperscript{379} The Attorney General, who does not represent individual California consumers, may use such “complaints and other information . . . [to] identify patterns of misconduct that may lead to investigations and actions on behalf of the collective legal interests of the people of California.”\textsuperscript{380} In practice, this will likely mean that only the most egregious and repetitive violators of the law
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will face any sort of repercussions due to the time and resource constraints placed on the Office of the Attorney General.

Although the CCPA helps to fill the void created by a lack of federal legislation, it has been criticized for its shortcomings. First, while the law requires covered entities to offer consumers an opt-out feature, opting out “only stops the selling of personal information, and it does not impact other uses of their information.” 381 As explained in Part I above, technology companies typically do not sell user data, but instead license access to it. 382 Because there is often no sale of the data itself, the right to opt-out from companies like Facebook and Google may be rendered completely ineffective.

Second, although consumers have a right to request that their data be deleted, many of the law’s loosely defined exceptions permit businesses to deny their requests. 383 The Office of the Attorney General lists several common reasons that allow businesses to lawfully keep a consumer’s personal information even after receiving a deletion request. 384 For example, the business may not be able to verify a consumer request, or it may need to keep the information to complete a transaction, provide a product or service, or communicate warranty or product recall information. 385 Other businesses may need to maintain consumer information pursuant to business security practices, or for other internal uses that align with consumers’ reasonable expectations for use, based on the context in which the information was provided. 386 Finally, a business may need to use such information to comply with various legal obligations, to exercise legal claims or rights, or to defend against legal claims. 387

If a business denies a California consumer’s deletion request, the Office of the Attorney General advises the consumer to follow up with the business to ask for its reasons. 388 Because the above exceptions provide such broad categories for an entity to justify not deleting information, it is likely that this right will be difficult to enforce in practice. While the CCPA was a step in the right direction toward protecting the data privacy rights of some Americans, its many flaws make it a problematic model for other states to
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turn to when drafting their own state legislation. Fortunately for California consumers and legislators seeking inspiration for their own data privacy laws, the framework established by the CCPA has been updated since the law went into effect in January 2020.

2. California Voters Approved Proposition 24 in 2020 to Cure Major Deficiencies Contained in the CCPA

In November 2020, California voters approved Proposition 24, a ballot measure designed to overhaul the framework established by the CCPA. Proposition 24, more commonly known as the California Privacy Rights Act of 2020 (“CPRA”), expanded California consumers’ control over their personal information and established new requirements for businesses that fall within its scope. While the CPRA does not go into full effect until January 1, 2023, it immediately created the California Privacy Protection Agency (“CalPPA”), which is responsible for “implementing and enforcing the CCPA and . . . CPRA.”

The CPRA will apply to a slightly different subset of for-profit businesses that do business in California and process Californians’ personal information. While the CCPA applies to businesses that either have revenues over $25 million; buy, sell, or share more than 50,000 California consumers’ or households’ personal information; or derive 50% or more of their revenues from selling consumers’ information, the CPRA increased the threshold to 100,000 consumers or households and applies to businesses that derive 50% of their revenue from selling or sharing personal information. This expanded scope helped close the loophole identified above whereby businesses could avoid the requirements of the CCPA by “sharing” consumer data with third parties, rather than “selling” the data. Accordingly, once the CPRA goes into effect, covered entities that share enough user information will be required to give consumers the right to opt out of information sharing practices.
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The CPRA will also restrict the disclosure and use of Californians’ “sensitive personal information,” expand the CCPA’s private right of action, impose new limits on data collection and retention functions, and establish new consumer rights.394 When a covered entity collects or uses consumers’ financial information, log-in credentials, precise location data, private communications, genetic information, biometric information, health information, or similarly “sensitive” categories of information, its use of that information will be limited to those purposes that an average consumer using the company’s good or service would expect.395 While the CCPA’s private right of action is limited to instances where a covered entity fails to utilize appropriate security measures (as opposed to privacy measures) and falls victim to a breach compromising consumers’ sensitive personal information (a term not defined in the CCPA396),397 the CPRA expands the private right of action to include privacy violations involving the unauthorized collection, use, or processing of email addresses, security questions, and passwords.398 While the CCPA “did not explicitly address data retention,” the CPRA prohibits storing personal information beyond a “reasonably necessary” time and restricts collection, use, and sharing of information in ways that are disproportionate to the original purposes underlying the business’ collection or processing.399 In addition to all of these improvements, the CPRA grants consumers a right to correct inaccurate information.400 While the CPRA contains significantly improved consumer protection measures relative to the CCPA, businesses that meet one of the three CPRA thresholds may find themselves scrambling to comply with its requirements as the January 1, 2023, effective date approaches. At a February 2022 CalPPA Board meeting, the agency’s Executive Director announced that the regulations implementing the provisions of the CPRA may not be finalized until the end of the year.401 Accordingly, businesses will be forced to update their privacy
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and security practices with just weeks or months of advance notice.\textsuperscript{402} While the CalPPA will not start enforcing the CPRA until July 1, 2023,\textsuperscript{403} the speed with which businesses will be forced to overhaul their operations will likely lead to increased business resistance to (and lobbying against) subsequent state or federal laws regulating their privacy practices. To earn the support of the business community, federal legislative proposals should ensure ample time for affected businesses to reform their data practices.

3. Other Recently Adopted State Data Privacy Laws Force Companies to Navigate a Complicated Patchwork of Regulation

While California has had the most success with regulating data and technology companies’ collection and use of users’ personal data, state legislatures across the United States are ramping up their efforts to fill the gap left by the absence of federal law. While only two data privacy laws were introduced in state legislatures in 2018, more than 100 such bills were introduced in at least thirty-eight states in 2022.\textsuperscript{404} The significant majority of these bills failed before passage, but the uptick in attempts to legislate in this space indicates that state governments are finally beginning to understand the urgency of action. As public awareness about the role that data and technology companies play in collecting, storing, processing, and sharing personal data has started to increase in recent years, it was only a matter of time before more states succeeded in implementing their own regulatory frameworks.

In addition to California, four states have passed comprehensive data privacy laws that are scheduled to take effect in 2023: Colorado, Connecticut, Utah, and Virginia.\textsuperscript{405} Although none of these laws have yet taken effect, key provisions of the Colorado Privacy Act and Virginia Consumer Data Protection Act, both of which passed in 2021 and were modeled after the California laws, have been compared to the CCPA and CPRA at length.\textsuperscript{406}
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Although this Comment does not address the specific differences between the California and other state laws, variations in their texts only reinforce the notion that state attempts to regulate in the absence of federal action are creating a patchwork of contradictory obligations that complicate businesses’ attempts to comply with an ever-changing regulatory landscape. As these laws take effect and more states pass their own versions of laws imposing contradictory obligations on companies, the necessity of federal legislation will only grow more apparent. The federal government must act now to provide uniform standards for protecting consumers’ right to online privacy.

In the future, both state and federal legislators may instead turn to another, surprising state for a more progressive framework regulating data privacy: Oklahoma.

D. The Oklahoma Computer Data Privacy Act

Oklahoma was one of the first states in the nation to propose groundbreaking opt-in data privacy legislation. First introduced in January 2021, HB 1602 was filed to create the Oklahoma Computer Data Privacy Act (“OCDPA”), a bipartisan bill that would have required “internet technology companies to obtain explicit permission to collect and sell personal data.” The bill was introduced by Representative Josh West, a Republican, and Representative Collin Walke, a Democrat. The OCDPA was referred to the Republican-led House Technology Committee on February 2, 2021. By the time the bill unanimously passed out of committee on February 10, it had forty-two total co-authors, and a Senate version of the bill had been drafted with bipartisan support.

412. See Bill Information for HB 1602, supra note 408.
413. See id.
While some of the OCDPA’s structural aspects resembled those of the CCPA, the OCDPA was more protective of Oklahomans’ data privacy rights in nearly every possible way. The proposed legislation would have protected Oklahoma residents from the “wrong and harmful” practices of large businesses that profit from Oklahomans’ personal information.\(^4\) The OCDPA would have regulated any business that

a. does business in this state,

b. collects consumers’ personal information or has that information collected on the business’s behalf,

c. alone or in conjunction with others, determines the purpose for and means of processing consumers’ personal information, and

d. satisfies one or more of the following thresholds:

(1) has annual gross revenue in an amount that exceeds Ten Million Dollars ($10,000,000.00),

(2) alone or in combination with others, annually buys, sells, or receives or shares for commercial purposes the personal information of fifty thousand or more consumers, households or devices, or

(3) derives twenty-five percent (25%) or more of the business’s annual revenue from selling consumers’ personal information.\(^4\)

Like the CCPA, the OCDPA would not have regulated government or non-profit entities.\(^4\)

The Oklahoma Computer Data Privacy Act would have secured four main privacy rights for Oklahomans. First, it would have established a right to request that a business disclose “the categories and specific items of personal information” that a business has collected about consumers.\(^4\) Second, it would have given consumers the right to request that a business delete any personal information that it has collected.\(^4\) Third, it would have created a
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right to request that a business that sells or shares consumers’ personal information disclose the categories of information collected, the categories of information sold or shared, and the categories of third parties to whom the information was sold or shared.\textsuperscript{420} Finally, the proposed legislation would have established the right to opt out of the sale of personal information by directing the business to not sell the information.\textsuperscript{421} Each of these rights would have applied in addition to the requirement that Oklahoma consumers would need to opt in to data collection practices in the first place.\textsuperscript{422}

The above rights would have been granted to Oklahoma residents by requiring businesses to behave in accordance with rules and procedures established by the Oklahoma Corporation Commission ("OCC").\textsuperscript{423} The proposed bill would have required the Commission to implement four main categories of rules and procedures. First, the OCC would develop procedures that govern “the determination of, submission of, and compliance with” verified consumer requests for information.\textsuperscript{424} Second, it would create rules to “facilitate and govern the submission of and compliance with a request to opt out or opt in to the sale of personal information.”\textsuperscript{425} Third, and most interestingly, the OCC would be tasked with developing a “recognizable and uniform opt-in logo or button for use on the businesses’ Internet websites in a manner that promotes consumer awareness of the opportunity to opt in to the sale of personal information.”\textsuperscript{426} And fourth, the OCC would establish guidelines and procedures to ensure that the information and notices that businesses are required to provide are (1) easy for the average consumer to understand, (2) accessible to users with disabilities, and (3) available in the language the consumer uses to interact with the business.\textsuperscript{427}

The bill’s primary authors, Representatives West and Walke, viewed this legislation as a way for Oklahomans to “reclaim their privacy that was wrongfully taken from them.”\textsuperscript{428} When the bill was still in its early stages, its authors were confident that it had a high chance of success because consensus

\begin{itemize}
  \item \textsuperscript{420} Id. § 13(A).
  \item \textsuperscript{421} Id. § 14(A).
  \item \textsuperscript{422} See id. § 14(C).
  \item \textsuperscript{423} See id. § 9(A).
  \item \textsuperscript{424} Id. § 9(B)(1).
  \item \textsuperscript{425} Id. § 9(B)(2).
  \item \textsuperscript{426} Id. § 9(B)(3).
  \item \textsuperscript{427} Id. § 9(B)(4).
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was starting to grow around the notion that data privacy is “not [a] partisan issue.” According to Walke, it is time “to let Oklahomans have their privacy.” Despite the authors’ confidence and the bill’s broad support in the Oklahoma House of Representatives, the OCDPA failed to make it out of the Senate Judiciary Committee by the 2021 deadline.

While HB 1602 did not make it out of the Senate in 2021, Representatives West and Walke introduced HB 2969 ahead of the 2022 legislative session. The text of HB 2969 was nearly identical to that of HB 1602, subject to four minor changes. First, as amended, HB 2969 updated the definitions section of the OCDPA by (a) removing “DNA” from the scope of “biometric information” and placing it in the new “genetic information” category and (b) defining “pseudonymization” in a similar way as the GDPR. Second, HB 2969 increased the revenue threshold from $10 million to $15 million. Third, HB 2969 included nonprofit radio and television programming in the scope of “noncommercial activities” that would not be subject to the OCDPA. Fourth, HB 2969 would have explicitly required covered entities to gain consumer consent, as defined in Section 2(22), before they could be deemed to have opted into collection or sale of their personal data.

Like HB 1602, HB 2969 passed the House Technology Committee and the full House. HB 2969 was then sent to the Senate with limited time to pass before the end of the 2022 legislative session. Because HB 2969 failed to pass the full Senate before the April 14 deadline, it too died.

---
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Representative Walke’s announcement that he will not seek reelection in 2022,\textsuperscript{440} the future of data privacy legislation in Oklahoma is somewhat uncertain. While Representative Walke’s efforts over the past two years have propelled Oklahoma into the national conversation surrounding the regulation of data and technology companies’ privacy practices, it remains to be seen whether another state legislator will step up and continue his fight during the 2023 legislative session.

As regulatory efforts have ramped up, few companies have taken note. As the next section explains, while some companies have taken steps to make their businesses more privacy friendly, their action alone falls short of affecting meaningful industrywide change.

\textit{E. The Privacy Premium for Data Protection}

As society has begun peeking behind the “digital curtain” that once obscured Big Data’s industry practices from the public, some companies have taken steps to give users more control over their data.\textsuperscript{441} YouTube, for example, updated its Terms Service in January 2022 to provide more “transparency” to the platform’s users, purporting to improve the legal document’s readability.\textsuperscript{442} However, when I analyzed the updated language using two publicly available online tools, I found that the nearly four-thousand-word document is only “easily understandable” upon first read by a person with a graduate-level education. It would take the average person a full twenty minutes to read. Despite YouTube’s underwhelming attempt at improving its transparency, there is one technology company that has done more to protect its users’ data privacy than any other: Apple.

Apple has long championed data privacy reform. In 2010, Apple’s former CEO and co-founder Steve Jobs warned an audience at the All Things Digital Conference about privacy issues:

Privacy means people know what they’re signing up for, in plain English and repeatedly . . . . I believe people are smart and some people want to share more data than other people do. Ask them.


Ask them every time. Make them tell you to stop asking them if they get tired of your asking them. Let them know precisely what you’re going to do with their data . . . .

Interestingly, Mark Zuckerberg sat in this audience. While Apple has famously protected its users by refusing to give U.S. law enforcement agencies backdoor access to iPhones, it sent shockwaves through the Big Data industry when it released its iOS 14.5 software update in April 2021. One of the most important features introduced was a new privacy tool called App Tracking Transparency. The update shows iPhone and iPad users a pop-up notification when they open an app that tracks them and shares their data with third parties, prompting users to opt in to allow apps like Facebook to track them. Ahead of iOS 14.5’s launch, Apple released “A Day in the Life of Your Data,” a thorough but easy-to-read report showing users how companies collect and use their data and how Apple’s new privacy features allowed them to regain some control over their personal information. The day after the report’s release, Apple CEO Tim Cook reiterated the company’s stance on data privacy in a keynote address at the Computers, Privacy and Data Protection conference:

Technology does not need vast troves of personal data, stitched together across dozens of websites and apps, in order to succeed . . . Advertising existed and thrived for decades without it. And we’re here today because the path of least resistance is rarely the path of wisdom. If a business is built on misleading
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users, on data exploitation, on choices that are no choices at all, then it does not deserve our praise. It deserves reform.  

Apple’s iOS 14.5 privacy update was not a step, but a leap in the right direction. In the first two weeks following iOS 14.5’s release, only around 4% of Americans opted in to app tracking. And companies that relied on app tracking as their main source of revenue felt the blow. In less than a year after Apple’s iOS 14.5 privacy tools went into effect, social media companies Facebook, Snap, Twitter, and Pinterest together lost $315 billion in market value. Facebook alone lost over $200 billion in market value and $10 billion in ad revenue as a direct result of Apple’s update.

Despite these impressive figures, the tech titans still triumph. Both Facebook and Google reported “strong growth in their ad business for the fourth quarter of 2021.” Facebook’s overall ad revenue still grew by more than $30 billion from 2020 to 2021, and its ad revenue for the fourth quarter of 2021 “jumped 20% year-on-year . . . despite concerns brought about by Apple’s iOS14 changes.”

What these numbers communicate is clear: while Apple’s moves are commendable, the company cannot singlehandedly change its competitors’ incredibly profitable business practices. Leaving industry change up to Apple alone is not a solution. While the company’s update helped protect its consumers’ data privacy across most Apple devices, tens of millions of Americans remain unprotected. In May 2022, Apple’s iOS commanded 57.43% of the mobile operating system market in the U.S., while Google’s Android accounted for 42.29%. While Android holds a smaller market share, Android smartphones are significantly more affordable than their Apple counterparts. In 2019, the iPhone’s average selling price (“ASP”) was
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nearly $800, “almost three times higher than the overall industry average.”

In 2021, the iPhone’s U.S. ASP climbed up to $873. In effect, what exists now is a data privacy premium—where the people best equipped to protect their data privacy are those who can afford it.

In the absence of regulation, companies have been left to their own devices. While a handful have taken it upon themselves to protect their users’ data, the largest and worst offenders continue to wield outsized power over one of society’s most valuable resources. It is imperative that lawmakers work together to create a framework that provides all Americans with a fair and equal opportunity to safeguard their data.

IV. Recommendations for Policymakers

Without a comprehensive federal law regulating data privacy and protection in the United States, American consumers will continue to suffer at the hands of Big Data. The current lack of regulation privileges the rights of gigantic technology companies and data brokers over the protection of society as a whole. When left unregulated, these markets undermine freedom and democracy.

This Part proposes solutions that policymakers should implement to protect the rights of Americans against harmful data practices perpetrated by technology and data companies. First, it calls for sweeping federal data privacy reform by way of a comprehensive federal data privacy law. It then proposes specific details, derived from the most promising aspects of existing privacy laws and proposals, that policymakers should include in such legislation, including universal opt-in requirements. Finally, it explores possible enforcement mechanisms, suggesting the creation of the Data Protection Agency.

A. Enact a Federal Data Privacy Law

While some U.S. states are taking the right steps toward protecting data privacy by implementing state laws, creating a patchwork of different state laws for companies to follow is not a viable long-term solution. A federal
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law is necessary for both uniformity for consumers and easier compliance for companies. A uniform law for consumers would make Americans aware of the harmful data practices currently in effect, protect their data privacy rights, and empower them to exercise those rights. A federal law would also benefit businesses. Without a federal law in place, states will continue to enact contradictory legislation and further complicate companies’ compliance efforts.

Assume that the OCDPA passes in 2023 and goes into effect later that year. While it shares some similarities with the CCPA and CPRA, it importantly requires opt-in, not opt-out, consent. It also applies to a significantly higher number of companies than do the California laws. Companies that operate in Oklahoma that adopted policies consistent with California’s legislation would be required to update their policies to satisfy the Oklahoma requirements. In effect, because it is impractical for companies to create different versions of their businesses to operate in each state, California companies would impose the more stringent requirements of the Oklahoma law on California consumers without providing them with the same rights.

Now imagine that over the next few years, ten more states adopt their own privacy laws with different requirements. Some require opt-in consent, while others do not. Some apply to businesses with annual revenues over $5 million, while others apply to all businesses, including non-profit organizations. Some provide the right to have data deleted, and others offer their citizens less expansive rights. Some apply to residents within state boundaries, while others apply to state citizens regardless of their location. Companies will be stuck in a loop, being forced to constantly change to ensure compliance with each state’s contradictory requirements. A uniform federal law would remedy the problems that a patchwork system of data privacy laws would create by establishing a consistent set of rules for everyone to follow, in turn lowering the costs of compliance.

B. What a Federal Data Privacy Law Should Include

This section outlines seven key elements policymakers should include and consider in drafting a federal data privacy law.

1. The Scope of Protection

The scope of this law should be territorially based. Like the GDPR, any person who is physically present within the borders of the United States would be afforded protection under the law. This model is superior to the citizen-based applications of the CCPA/CPRA and the OCDPA because it is
easier for companies to enforce. Instead of requiring companies to follow U.S. citizens around the world, this law would allow companies to adopt uniform compliance practices for all operations within the boundaries of the United States.

2. Regulations for Businesses

At a minimum, this law should regulate (1) for-profit entities (2) operating in the United States that (3) either (a) have an annual revenue over $15 million; (b) buy, sell, receive, or share the personal data or information of 50,000 or more consumers, devices, or households; or (c) make at least 25% of their annual revenue from selling personal data or information. Like California’s legislation, this law should apply both online and offline and should specifically apply to data brokers that do not already fall within the scope of the FCRA.

3. Default Opt-in Requirements

This law should require businesses to permit consumers to opt in, rather than opt out of data collection. By forcing companies to make data privacy—not data collection—the default, consumers would be afforded more control over their data privacy. In addition, policymakers should develop guidelines similar to those suggested in the OCDPA and require businesses’ websites to include a standardized button or logo designed to promote consumer awareness of their ability to opt in.

4. Federal Preemption

Like the ITPDCA, this federal framework must preempt all state data privacy laws. While the ADPPA would preempt all comprehensive state law counterparts except California’s, allowing even one state framework to remain in effect would only serve to continue imposing contradictory obligations on businesses.

5. Readable Terms and Conditions

The law should also compel all eligible businesses to rewrite their terms and conditions of service and privacy policies in language that is easily understandable to the average American. While the upfront costs to companies to implement such changes will be high, they will decrease as larger companies lead the charge. The companies must be made to bear these costs because the current models are designed to prevent the vast majority of the population from understanding what they are surrendering when clicking “I agree.” And these are not impossible changes for companies to implement.
The British Broadcasting Corporation serves as a great model because it has some of the most straightforward and readable language of any large company. By requiring service and privacy policies to be readable, policymakers can level the playing field between society and Big Data and empower consumers to knowingly and willingly consent to the collection and use of their data.

6. Transparency Requirements

The law should require businesses to be transparent with consumers in three main ways. First, businesses should, at a minimum, disclose what information they collect on individuals, how they use that information, with whom the information is shared, and how long it is stored. Second, companies should be required to be transparent about subsequent policy updates. They should be required to provide users with a clear and concise explanation of how new policies or terms are different, allowing users to consistently make meaningful and educated decisions about how they want to manage their data. Third, businesses (especially social media platforms) should be required to disclose to consumers if their platforms use content-shaping algorithms and explain how those algorithms shape the content and information that users see. This would accomplish two main goals. First, people would be made aware that such algorithms exist and have been informing the information they consume on those platforms. Second, this would empower consumers to make informed decisions about the variety of information they want to see online, instead of the default being personalized news and content.

7. Data Privacy Rights for Americans

Finally, the law should grant consumers the following rights: (1) the right to request data; (2) the right to have their data deleted after it has been used; (3) the right to correct data; (4) the right to revoke consent to data collection or use at any time; (5) the right to see how a company has categorized them; and (6) the right to see with whom their data has been shared and to whom it has been sold.

C. Enforcement: The Data Protection Agency

Federal data privacy legislation should establish an independent federal agency that would implement and enforce data privacy rules and regulations. Senator Gillibrand’s proposed DPA is an excellent model for what this
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should look like.\textsuperscript{461} This section relies heavily on Senator Gillibrand’s proposals.\textsuperscript{462}

The DPA would serve three core missions. First, it would enforce data protection rules, handle complaints of violations, conduct investigations for alleged violations, and inform the public on matters related to data protection, including by creating a data broker registry like the one proposed in the SAFE DATA Act. Second, it would ensure fair competition within the digital marketplace by developing and providing resources across sectors to promote innovation on data privacy and protection fronts and ensure equal access to privacy protection. Like the SAFE DATA Act and the ADPPA, it would ensure that data processing practices do not violate civil rights law. Third, it would keep Congress apprised of issues in privacy technology and represent the United States on the international stage by attending international data privacy forums.

By creating a central agency to handle such matters, the United States would avoid many of the problems that the EU enforcement agencies first faced under the GDPR. Without a federal agency in place to enforce data privacy regulations and to handle complaints, the bulk of the work would fall on state attorneys general, corporation commissions, and other potentially underfunded state agencies. Unfortunately, neither these agencies nor the FTC have the capabilities or specialized training to oversee data privacy enforcement at scale. A decentralized, state-based system would mean that some states would be forced to do a disproportionate amount of work, putting them in the same position as the Irish Data Protection Commission. If that were the case, enforcement would fall short, and most Americans would not enjoy equal rights to data privacy.

While technology and data companies will resist a federal privacy law that subjects them to oversight by a new federal agency, our data, our privacy, and our freedom are at stake. These companies have a responsibility to respect and protect our privacy rights, but they have instead exploited us for profit. They have made hundreds of billions of dollars at our expense and continue to undermine our fundamental rights. It is time for them to pay the price.

\textit{Conclusion}

Data and technology companies have grown to wield enormous influence in the Digital Age. They have become some of the most influential and
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powerful companies in human history by engaging in unrestricted surveillance, stockpiling private information, stealing consumers’ attention, and selling it for immense profit. The technical infrastructures that these companies have built enable them to follow you across the internet and learn how you think, what you want, and how to influence your behavior, often without your knowledge. They know more about you than your closest friends and use this information however they wish.

These companies use your data to place you into specific categories, decide what content to show you, and target you with custom-tailored advertisements. And the more they learn about your behavior and interests, the better they get. This business model dominates modern society and poses serious concerns for individual autonomy. Through psychological tricks, Big Data manipulates your beliefs and behaviors to make you a more predictable consumer. Additionally, the industry’s pervasive data collection and sharing practices undermine your right to privacy at every turn. Collectively, this system prioritizes the profits of corporate giants over the human rights and fundamental freedoms of all.

Fortunately, developments in data privacy law offer encouraging solutions that can empower consumers to reclaim control over their data. By enacting a comprehensive federal data privacy law, Congress can help to restore the balance of power. In doing so, Congress must incorporate best practices that give consumers power over their data, including opt-in consent, straightforward and readable privacy policies, and company transparency. State governments have begun setting aside their political differences to develop creative solutions to what can fairly be considered one of the most important issues of our time. Congress must follow suit before society reaches the point of no return.

Madeline M. Cook