TikTok, WeChat, and National Security: Toward a U.S. Data Privacy Framework

Robert L. Rembert

Follow this and additional works at: https://digitalcommons.law.ou.edu/olr

Part of the Human Rights Law Commons, National Security Law Commons, and the Privacy Law Commons

Recommended Citation
Introduction

The intensity and complexity of life, attendant upon advancing civilization, have rendered necessary some retreat from the world, and man, under the refining influence of culture, has become more sensitive to publicity, so that solitude and privacy have become more essential to the individual; but modern enterprise and invention have, through invasions upon his privacy, subjected him to mental pain and distress, far greater than could be inflicted by mere bodily injury.¹

On August 6, 2020, President Donald J. Trump issued two Executive orders (the “Executive Orders,” or the “Orders”) targeting Chinese technology companies TikTok and WeChat.² TikTok, a video-sharing

mobile application, had seen a precipitous rise in popularity, primarily among teenagers; before the August 2020 Orders, TikTok had been downloaded 175 million times in the United States and had 50 million active users. WeChat, considered the “digital bedrock of daily life” in China, is China’s largest messaging platform; 1.2 billion people use it every month, and there are an estimated 19 million users in the United States alone.

The Orders prohibited transactions between persons subject to U.S. jurisdiction and the two Chinese technology companies, which rendered the applications “essentially useless within the United States.” For WeChat, this prevented U.S. users from using WeChat to send money to family members, friends, and businesses in China. WeChat users in the United States were also unable to download or update the app, which prevented security updates and threatened to degrade the app’s utility over time. The TikTok Order gave TikTok’s parent company, ByteDance, forty-five days to sell its subsidiary to a U.S. company, and if it failed to

---
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reach a deal within forty-five days, the United States would ban the app entirely.  

The Orders invoked national security as a rationale for blocking transactions with TikTok and WeChat. Under Chinese law, the Chinese government may compel companies in China to turn over users’ personal data, and there has been growing U.S. concern that subsidiaries of Chinese companies operating in the United States can transfer U.S. citizens’ personal data to parent companies subject to data requests from the Chinese government. These concerns are warranted—TikTok’s privacy policy states that the company “may share all of the information [it] collect[s] with a parent, subsidiary, or other affiliate of [its] corporate group.” As the Orders highlighted, the national security concern is that these companies’ collection of “vast swaths” of personal information “threatens to allow the Chinese Communist Party access to Americans’ personal and proprietary information.” The Orders further explained that access to this data would enable the Chinese government to track federal employees’ physical movements, build dossiers of personal information to blackmail U.S. citizens, and “conduct corporate espionage.”

President Trump issued the Orders targeting TikTok and WeChat under the authority granted by the International Emergency Economic Powers Act (“IEEPA”). IEEPA grants the President broad authority to regulate commerce after declaring a “national emergency” to address “any unusual and extraordinary threat . . . to the national security, foreign policy, or economy of the United States.” In this case, the President used IEEPA to block transactions with the two Chinese technology companies; this was the first time a President had invoked international emergency powers to
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17. TikTok Order, supra note 2; WeChat Order, supra note 2.
18. TikTok Order, supra note 2; see also WeChat Order, supra note 2 (asserting that the spread of mobile applications from Chinese companies “continues to threaten the national security, foreign policy, and economy of the United States”).
19. TikTok Order, supra note 2; WeChat Order, supra note 2.
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address threats posed by popular consumer applications. But a federal court enjoined the WeChat Order on First Amendment grounds, and another federal court enjoined the TikTok Order based on an IEEPA provision prohibiting the direct or indirect regulation of “personal communication[s]” and the exchange of “informational materials.” In June 2021, President Biden revoked the Orders entirely.

The Executive Orders targeting TikTok and WeChat have highlighted that IEEPA is too narrow a tool to address the national security challenges that foreign technology companies pose to U.S. interests. And even if the Orders had successfully blocked the Chinese government’s ability to access U.S. citizens’ personal data through TikTok and WeChat, the Orders still would not have meaningfully reduced the threat. First, TikTok and WeChat are only two companies out of a multitude of foreign companies operating in the United States. Other foreign-owned mobile applications have also received scrutiny for their data collection practices and for threatening national security, such as FaceApp, the age-enhancing selfie app that went viral in 2019. Data harvesting is so pervasive that even if the Orders were completely effective in protecting user data collected by TikTok and WeChat, they would fail to address the more fundamental issues of data security and privacy. In fact, the Orders were more likely to distract from
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these issues and give a false sense of security to mobile app users. As one scholar has said, the Orders were “merely window dressing.”

Second, American companies also collect the “vast swaths” of data that the Orders describe will fall into the hands of foreign governments. From browser extensions that collect information about every website you visit to applications that harvest and sell your location data, American companies arguably know you better than you know yourself. And foreign actors can still gain that information from American companies. For example, a hack of the company Equifax in 2017 which the Department of Justice attributed to four members of China’s military exposed the personal data of up to 147.9 million U.S. consumers.

Invoking IEEPA to block foreign technology companies’ access to U.S. user data on a case-by-case basis is wholly inadequate. Instead, the United States should adopt a federal data privacy law that could more effectively protect national security interests and safeguard data privacy. Part I of this Comment examines the development of IEEPA and argues that it is an inadequate tool for protecting national security and data privacy from private sector applications that collect unprecedented amounts of personal information. Part II then examines federal data privacy legislation as a superior alternative to IEEPA for protecting national security and safeguarding U.S. citizens’ personal information. This Part further looks to the European Data Protection Regulation (“GDPR”) and various
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approaches to data privacy that have been proposed in the United States. Part II concludes that a federal data privacy law should incorporate the GDPR’s regulation of cross-border data flows, which would both ameliorate the risks that foreign technology companies pose to U.S. national security interests and prevent other companies from compromising U.S. citizens’ privacy interests as TikTok and WeChat have.

Ultimately, the TikTok and WeChat situation has demonstrated the weakness of the United States’ data privacy framework and the pressing need for lawmakers to enact legislation that will both protect national security and safeguard the right to privacy. This Comment shows that federal data privacy legislation, while not the panacea for national security and data privacy challenges, would be a step in the right direction. Perhaps the silver lining of the TikTok and WeChat debacle is that it will help shift the United States toward a more comprehensive data privacy framework.

I. The International Emergency Economic Powers Act

This Part assesses the adequacy of IEEPA as a tool to address the national security issues that arise when a foreign government has the power to acquire U.S. citizens’ personal data. Section I.A provides an overview of IEEPA’s purpose and historical practice, demonstrating that Presidents have invoked IEEPA in an increasingly broad array of situations.36 Section I.B then provides background on TikTok and WeChat and analyzes how the Executive Orders illustrate IEEPA’s shortcomings in addressing threats that foreign mobile applications pose to U.S. national security. This Part concludes that (1) IEEPA is an unsuitable response to national security issues posed by TikTok, WeChat, and other mobile applications that harvest user data and that (2) federal data privacy legislation would better protect national security.

A. History

In 1977, Congress enacted IEEPA as a response to the increasingly broad use of another presidential emergency power: the Trading with the Enemy

Act of 1917 (“TWEA”). After the United States entered into World War I, Congress enacted TWEA to grant the President broad authority to regulate international transactions with foreign enemies. TWEA section 5(b) contained the heart of this authority, which “gave the President expansive control over private international economic transactions.” While TWEA’s original text only granted the President authority to regulate international transactions in times of war, Congress amended section 5(b) in 1933 to allow the President to regulate transactions in peacetime. As amended, the statute provided the following:

During time of war or during any other period of national emergency declared by the President, the President may, through any agency that he may designate, or otherwise, investigate, regulate, or prohibit, under such rules and regulations as he may prescribe, by means of licenses or otherwise, any transactions in foreign exchange, transfers of credit between or payments by banking institutions as defined by the President . . .

By the Cold War, TWEA had become a popular economic sanctions tool in foreign policy. In the 1970s, however, Congress sought to curtail what it viewed as “extensive use by Presidents of emergency authority . . . to regulate both domestic and international economic transactions unrelated to a declared state of emergency.”

IEEPA was a response to this extensive use. Congress intended to limit the President’s powers during peacetime, which had become “essentially an unlimited grant of authority [under TWEA],” to be limited to times of national emergency. Congress thus modified TWEA section 5(b) to allow for the regulation of international transactions only in times of war and authorized the President to regulate international transactions in peacetime

39. Id.
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44. Id. at 2, 4.
under IEEPA. But to regulate transactions under IEEPA, the President must first declare a national emergency under the National Emergencies Act of 1976 ("NEA"). A national emergency was to be "rare and brief" and should not "be equated with normal, ongoing problems." Congress further emphasized that IEEPA "should be available only in true emergencies." And while Congress did not define a "true emergency," IEEPA's text provides that any emergency must relate to an "unusual or extraordinary threat, which has its source in whole or substantial part outside the United States, to the national security, foreign policy, or economy of the United States."

NEA also provided procedural safeguards for declaring a national emergency. These safeguards required the President to consult with Congress before declaring a national emergency, terminated the national emergency after one year unless the President renewed it, and empowered Congress to override the President's declaration of a national emergency through a concurrent resolution.

Furthermore, IEEPA provided for several exceptions to the President's authority to regulate transactions, including a prohibition on directly or indirectly regulating the following:

- "personal communication[s]" that do not "involve a transfer of anything of value";
- donations "intended to be used to relieve human suffering"; or
- the importation of "information or informational materials, including but not limited to, publications, films, posters,
phonograph records, photographs, microfilms, microfiche, tapes, compact disks, CD ROMs, artworks, and news wire feeds.”

Overall, Congress intended IEEPA to strike a balance between “executive flexibility” in addressing foreign threats with “political accountability.”

Although Congress enacted IEEPA to reign in executive declarations of national emergencies, Presidents have invoked IEEPA in an increasingly broad array of situations, and the declared national emergencies have been anything but “rare and brief.” Presidents have invoked IEEPA fifty-nine times since 1977, and the average length of a national emergency is more than nine years. The first national emergency was declared in 1979 in relation to the Iranian hostage crisis, and that national emergency is still in effect. At the same time, IEEPA’s emergency renewals have become a “pro-forma exercise,” and a declaration of national emergency needs only contain “the magic words.” And while IEEPA was initially limited by specific geographical targets, it has expanded to address threats that transcend geography, such as global terrorism, cyberattacks, and drug trafficking.

There is, of course, a benefit to allowing a President broad discretion in responding to a national security threat. The President must be capable of declaring a national emergency (if one exists) and taking necessary measures to eliminate it. But the increasingly routine and expansive uses of IEEPA risk making IEEPA itself a barrier to achieving a more sustainable and comprehensive response to national security threats.
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B. The 2020 Executive Orders Targeting TikTok and WeChat

In one respect, the TikTok and WeChat Orders are not unique; they reflect the expanding use of IEEPA to address various threats to national security. They are different, however, in that they represent the first uses of IEEPA to target popular mobile phone applications. Ultimately, both Orders faced constitutional challenges and federal courts enjoined their enforcement. This Section first demonstrates that the threat to national security far exceeds TikTok and WeChat. This Section then examines how the legal challenges to the TikTok and WeChat Orders illustrate why IEEPA is incapable of addressing the threats that mobile applications pose to national security.

1. TikTok and WeChat

With more than 180 million downloads in the United States, TikTok’s sudden rise in popularity perhaps represents the first time a foreign-developed mobile application has garnered such a devoted user base. But it will not be the last.

U.S. national security concerns stemmed from TikTok’s corporate ownership structure, which made U.S. user data susceptible to access by the Chinese government. TikTok’s parent company, ByteDance, is a Chinese tech company. In 2016, ByteDance launched the China-based video application Douyin, and within a year, Douyin had 100 million users and one billion daily video views. The following year, ByteDance began to
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expand Douyin internationally under the name TikTok.70 Meanwhile, in the United States, the short-form video application Musical.ly was gaining popularity among teenagers.71 In November 2017, ByteDance purchased Musical.ly, and in 2018, ByteDance merged Musical.ly with TikTok.72 National security concerns led to an investigation of the merger by the Department of the Treasury’s Committee on Foreign Investment in the United States,73 which reviews transactions involving foreign investment in the United States to determine whether they present a national security risk.74 Following the Committee’s investigation, TikTok took numerous steps to assuage national security concerns, such as appointing an ex-Disney executive as its chief executive officer, launching a content advisory council to lead its policy changes, and establishing a transparency center to evaluate its data privacy and security practices.75 But in the eyes of lawmakers and the President, these steps were inadequate to cure the national security threat posed by TikTok’s connection to China.76

Most of the U.S. government’s concerns relate to TikTok’s ownership by ByteDance because it is subject to China’s far-reaching cybersecurity law.77 Under China’s cybersecurity law, Chinese companies have broad obligations to assist the government in investigating political and ideological threats to the country.78 While TikTok has publicly stated that it would refuse to cooperate with a request from the Chinese government to hand over U.S. users’ personal data,79 TikTok’s privacy policy reveals that
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it may share user data with “corporate affiliates” and “third-party business partners.”\textsuperscript{80} Thus, even if TikTok refused a direct request from the Chinese government, U.S. lawmakers still fear that the Chinese government could wield its cybersecurity law to force “corporate affiliates,” namely ByteDance, to comply with data requests.\textsuperscript{81} TikTok has also allegedly exfiltrated facial recognition information from California to China,\textsuperscript{82} and policy analysts fear that TikTok’s algorithms favor pro-China content.\textsuperscript{83} But both security experts and lawmakers are most concerned about TikTok’s data collection practices and its ties to ByteDance, Tiktok’s China-based parent company.\textsuperscript{84}

Many of these same concerns pertain to WeChat. WeChat is known as the largest messaging platform in China, but it is much more than that: WeChat is an “all-purpose” app through which over a billion people shop, pay bills, read the news, and share photos.\textsuperscript{85} For friends and loved ones in the United States, WeChat is one of the primary “digital bridges” that connects them with others in China.\textsuperscript{86} But concerns of censorship, surveillance, and intimidation by the Chinese government ultimately led President Trump to issue the WeChat Order on August 6, 2020, prohibiting transactions through WeChat.\textsuperscript{87}

One reason why the Executive Orders cannot meaningfully contribute to national security is that TikTok and WeChat are far from the only two companies with Chinese corporate affiliates operating in the United States.\textsuperscript{88} And China is not the only country that may pose a threat to U.S. consumers’ data privacy and security.\textsuperscript{89} Furthermore, U.S. companies
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collect the same data as TikTok and WeChat, if not more. U.S. companies’ data collection practices present significant privacy concerns to U.S. users because they do not adequately protect against foreign governments’ access to sensitive user data through cyberattacks: “Combined with data gathered through hacks of Equifax, Marriott, Anthem and the Office of Personal Management, the Chinese government has a treasure trove of information to support intelligence-gathering activities for decades to come, regardless of [the TikTok and WeChat] bans.” The fact that President Trump invoked IEEPA to target TikTok and WeChat while the government failed to address U.S. companies’ collection of user data suggests that “targeting a few big names merely distracts from the severity of the problem” because these types of hacks will continue regardless of targeted bans on specific tech companies.

Additionally, one of the primary concerns that the Executive Orders described is the threat that the Chinese government will wage disinformation campaigns through both TikTok and WeChat. Both Orders stated that the Chinese tech companies “reportedly censor[] content that the Chinese Communist Party deems politically sensitive . . . [and] may also be used for disinformation campaigns that benefit the Chinese Communist Party.” For example, WeChat has censored content related to human rights activists, religious groups, and as early as January 2020, key words pertaining to COVID-19. Similarly, TikTok’s algorithm has been accused of favoring pro-China content in the United States. Although TikTok now allows political speech—unless the political speech contains “hate

reveals-huge-holes-todays-privacy-laws/594358/ (discussing privacy threats posed by the Russian-developed FaceApp among others).
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speech”—it had previously censored political content to keep the video-sharing platform “as positive as possible.”

As the 2016 presidential election illustrated, the threat posed by foreign disinformation campaigns is a topic of pressing importance that demands further scrutiny. In the Internet’s marketplace of ideas, there is an endless supply of foreign and domestic speech, and the source is often indiscernible. But even if federal courts had ultimately upheld the Orders, it is unlikely that this would have made a cognizable difference in reducing the threat of Chinese disinformation campaigns in the United States. First, compared to Facebook and Twitter—where disinformation campaigns have the highest potential for success because of the platforms’ reach—WeChat users constitute a small percentage of the population. Moreover, banning WeChat would be reminiscent of China’s own blocking of websites such as Facebook, Twitter, and Google, and policy experts have questioned whether U.S. data security strategy should mirror China’s censorship practices. Second, disinformation campaigns waged on Facebook and Twitter suggest that the threat of disinformation will remain on TikTok regardless of whether it is owned by a U.S. or foreign company.

The United States certainly has a compelling interest in protecting national security, and perhaps TikTok and WeChat do pose such a threat. But even if they do, the Executive Orders are incapable of meaningfully changing how companies harvest and store user data. TikTok and WeChat are only two of the many companies in the United States with potential ties to foreign governments, and U.S. companies have also failed to safeguard user data. Consequently, invoking IEEPA to target foreign mobile applications on a case-by-case will do little to protect national security and

99. See id. at 302–09 for a discussion of the First Amendment right to receive foreign speech and disinformation’s impact on the marketplace of ideas.
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101. See Louise Matsakis, Does TikTok Really Pose a Risk to US National Security?, WIRED (July 17, 2020, 3:10 PM), https://www.wired.com/story/tiktok-ban-us-national-security-risk/ (“Outlawing TikTok would also mean the US would be participating in the same Chinese-style internet sovereignty tactics it has long criticized . . . .”).
U.S. citizens’ personal information. The successful legal challenges to the Orders further illustrate IEEPA’s ill-fit use against foreign mobile applications.

2. Legal Challenges

In addition to IEEPA’s inability to meaningfully reduce foreign mobile applications’ threat to national security, executive orders targeting mobile applications pursuant to IEEPA are unlikely to survive legal challenges. Federal courts have enjoined the enforcement of both Orders, finding merit to challenges based on the First Amendment and an IEEPA provision banning the direct or indirect regulation of “personal communication[s]” and the exchange of “informational materials.”

In granting TikTok’s motion for a preliminary injunction, the U.S. District Court for the District of Columbia recognized that the TikTok Order likely exceeded the President’s IEEPA powers because it might have indirectly regulated “personal communication[s]” or the exchange of “information or informational materials.” IEEPA sections 1702(b)(1) and 1702(b)(3) specifically restrict direct or indirect regulation of these exchanges. While the district court’s grant of a preliminary injunction was not a ruling on the merits, the challenge would likely apply to any use of IEEPA to target a popular tech company through which users exchange messages or share content.

The U.S. WeChat Users Alliance (the plaintiff that challenged the WeChat Order) also obtained a preliminary injunction, but on different grounds. In granting the preliminary injunction, the U.S. District Court for the Northern District of California concluded that the U.S. WeChat Users Alliance presented “serious questions going to the merits of their First Amendment claim” because the government’s measures “effectively eliminate[d] the plaintiffs’ key platform for communication, slow[ed] or eliminate[d] discourse, and [was] the equivalent of censorship of speech or a prior restraint on it.” The court noted that there is not another viable platform because WeChat is the only option for many Chinese speakers with limited English proficiency.

103. 50 U.S.C. § 1701.
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The court further concluded that even if the Order were a content-neutral time-place-or-manner restriction, it would likely fail even under intermediate scrutiny.\textsuperscript{108} A content-neutral restriction must be narrowly tailored to serve a significant government interest, be “justified without reference to the content of the regulated speech,” and provide “ample alternative channels for communication.”\textsuperscript{109} The regulation does not need to be the least restrictive means, “[b]ut the government still may not regulate expression in such a manner that a substantial portion of the burden on speech does not serve to advance its goals.”\textsuperscript{110} In granting the preliminary injunction, the district court concluded that while the government’s national-security interest was significant, the Order was likely not narrowly tailored because a substantial portion of the restriction burdened speech in a way that might not have advanced the government’s interest.\textsuperscript{111} Rather than implementing an all-out ban, the government could have burdened substantially less speech by prohibiting WeChat usage on government devices or “taking other steps to address data security.”\textsuperscript{112}

These legal challenges demonstrate that IEEPA cannot be used as a tool to ban foreign mobile applications in the United States. But even if courts had ultimately upheld the Orders, the threat to national security will persist until there is a more comprehensive and nuanced approach to protecting data privacy.

\textbf{II. Federal Data Privacy Legislation Is a Superior Alternative to IEEPA}

The threat posed by foreign governments’ access to consumers’ personal data is heightened by the business model that makes it possible: advertisement-based websites and applications that extract and monetize personal data.\textsuperscript{113} This personal data includes information such as page views, searches, physical locations, browsing history, device IDs, and user emails.\textsuperscript{114} Many mobile applications do not charge a user fee, but these services are not really free: “We don’t pay for the product because we \textit{are...}"

\begin{itemize}
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the product."115 While individual pieces of data may be “harmless enough on [their] own,” they are “carefully assembled, synthesized, traded, and sold.”116 As Apple CEO Tim Cook has warned, “This is surveillance.”117 The routine and pervasive practice of data harvesting by technology companies has been increasingly recognized as an incursion into people’s right to privacy118 and even an interference with people’s right to hold opinions without interference.119

Part II discusses the pressing need for federal data privacy legislation. While enacting data privacy legislation would not eliminate national security issues posed by foreign mobile applications operating in the United States, it would be an important step towards safeguarding privacy and protecting national security interests. Section II.A. begins by situating data privacy in the context of international human rights. Section II.B then examines data privacy bills before the 117th Congress and recommends improvements. Any of these bills, several of which share similarities with the European GDPR and the California Consumer Privacy Act, would be a monumental step forward for the United States in protecting user data. But each bill omits key features that would better safeguard U.S. citizens’ right to privacy and protect national security, most notably a provision that would regulate international data transfers.

A. Privacy Is an Internationally Recognized Human Right

The U.S. Supreme Court has recognized that due process provides for an individual’s right to privacy in certain contexts.120 But because the
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120. Griswold v. Connecticut, 381 U.S. 479, 500 (1965) (Harlan, J., concurring) (finding a right to privacy under the Fourteenth Amendment); Roe v. Wade, 410 U.S. 113, 153 (1973) (finding that the right to privacy as derived from the Fourteenth Amendment encompasses a woman’s right to an abortion); Lawrence v. Texas, 539 U.S. 558, 578 (2003) (finding that the Fourteenth Amendment extends the right of privacy to private sexual relationships).
extraction and monetization of personal data is a global practice, this Comment examines data privacy in the context of existing international human rights frameworks. Furthermore, the United States has endorsed a voluntary framework, the U.N. Guiding Principles on Business and Human Rights (“UNGPs”), which provides minimum standards for companies that face human rights issues and calls on governments to take appropriate legislative steps to protect internationally recognized human rights as enshrined in U.N. instruments.121

In the U.N. human rights system, the right to privacy is commemorated in the Universal Declaration of Human Rights (“UDHR”). The U.N. General Assembly unanimously adopted the UDHR in 1948 in pursuit of establishing an “international Bill of Rights.”122 While not legally binding, the UDHR provided a framework for understanding internationally recognized human rights, and through its thirty articles, the UDHR laid a foundation for future U.N. documents and international human rights treaties.123

Article 12 of the UDHR provides that “[n]o one shall be subjected to arbitrary interference with his privacy, family, home or correspondence, nor to attacks upon his honour and reputation. Everyone has the right to the protection of the law against such interference or attacks.”124 The UDHR also contains a general limitations clause that applies to each right:

In the exercise of his rights and freedoms, everyone shall be subject only to such limitations as are determined by law solely for the purpose of securing due recognition and respect for the rights and freedoms of others and of meeting the just requirements of morality, public order and the general welfare in a democratic society.125

123. Id. at 402.
125. Id. art. 29(2).
But because the UDHR is not legally binding, the U.N. Commission on Human Rights set out to conclude a legally binding treaty that would incorporate the UDHR’s principles.\footnote{Murphy, supra note 122, at 404.} This led to the adoption of the International Covenant on Civil and Political Rights (“ICCPR”).\footnote{Id.} The ICCPR entered into force in 1976, and as of 2022, the treaty has 173 state parties, including the United States.\footnote{Aswad, supra note 114, at 327; International Covenant on Civil and Political Rights, United Nations Treaty Collection, https://treaties.un.org/pages/ViewDetails.aspx?src=TREATY&mtdsg_no=IV-4&chapter=4&clang=_en (last visited Jan. 2, 2022).}

Similar to article 12 of the UDHR, article 17 of the ICCPR addresses the right to privacy. Specifically, it provides that

\[
\text{[n]o one shall be subjected to arbitrary or unlawful interference with his privacy, family, home or correspondence, nor to unlawful attacks on his honour and reputation [and that]} \]
\[
\text{[e]veryone has the right to the protection of the law against such interference or attacks.}\footnote{International Covenant on Civil and Political Rights, art. 17(1)–(2), opened for signature Dec. 16, 1966, 999 U.N.T.S. 171, 177 (entered into force Mar. 23, 1976). It is important to note that not all government invasions of privacy would violate ICCPR article 19. To violate the article, the invasion of privacy must either be “arbitrary” or “unlawful.” Id. art. 2(1).} 
\]

Furthermore, state parties to the ICCPR “undertake[] to respect and to ensure to all individuals within [their] territory and subject to [their] jurisdiction the rights recognized in the present Covenant.”\footnote{Id. art. 2(1).}

Certainly, the UDHR and ICCPR did not envision the rise of twentieth century data collection practices and the issues they pose, let alone the national security and privacy threats posed by mobile application companies such as TikTok and WeChat. And countries have applied the UDHR and ICCPR’s right to privacy in different ways.\footnote{See Joshua Blume, Note, A Contextual Extraterritoriality Analysis of the DPIA and DPO Provisions in the GDPR, 49 Geo. J. Int’l L. 1425, 1428 (2018).} But while the UDHR and the ICCPR did not envision the pervasive harvesting and monetization of personal data, recent U.N. resolutions have demonstrated that the right to privacy enshrined in both the UDHR and ICCPR applies to digital privacy.\footnote{U.N. Resolution 68/167 provides in part: These resolutions have “confirm[ed] the tendency to anchor data protection in the context of international human rights law.” Id.}
While the UDHR and treaties such as the ICCPR generally apply to nation-states, there is another international framework that applies to private companies. The United States has endorsed this framework—the UNGPs—describing it “as a minimum standard for American companies.” The UNGPs call for companies to respect human rights as memorialized in U.N. instruments, including the UDHR and ICCPR. And as U.N. developments have shown, the concept of privacy in the UDHR and ICCPR includes data privacy.

The UNGPs also require governments to take appropriate legislative steps to protect human rights. Principle 1 of the UNGPs provides that governments “must protect against human rights abuse” by corporations within their territory. This protection “requires taking appropriate steps to prevent, investigate, punish and redress such abuse through effective policies, legislation, regulations and adjudication.” But when it comes to regulating corporate abuse of the right to data privacy, U.S. legislation has “significantly lagged behind” the rest of the world. In fact, the United States is one of the only economically developed nations without a
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comprehensive national consumer data privacy law. The lack of a national data privacy law “has left Americans at the mercy of digital services that have every reason to exploit our personal information and little incentive to safeguard it.”

In addition to requiring governments to take appropriate legislative action to protect human rights, the UNGPs also state that companies have a responsibility to respect human rights, including through conducting human rights due diligence assessments. This means companies should “assess[] actual and potential human rights impacts, integrat[e] and act[] upon the findings, track[] responses, and communicat[e] how impacts are addressed.” But the technology companies whose business models are based on harvesting and monetizing personal information do not conduct human rights impact assessments. Perhaps if technology companies had implemented the UNGPs’ human rights due diligence requirement before building business models based on harvesting personal data, the right to privacy would be better respected in the digital sphere today.

The UNGPs should both compel and inform the creation of a national consumer data privacy law because the UNGPs call on governments to take appropriate legislative steps to protect human rights, and U.S. companies have not respected the right to data privacy or conducted human rights due diligence. Section II.B compares existing international and state data privacy frameworks to four data privacy bills that are before the 117th Congress, recommending further measures that a federal data privacy law should include to better safeguard U.S. citizens’ personal information and protect national security.

B. Federal Data Privacy Legislation Will Better Safeguard Human Rights and National Security

Federal data privacy legislation would not only protect U.S. citizens’ right to data privacy but also benefit the U.S. government’s national
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security interests. Properly designed national legislation would provide “security authorities with the information they need to feel confident that specific apps do not pose a privacy or security risk” and “help ensure that freedom of expression and privacy are honored across our connected lives.” As awareness of the national security risks posed by foreign actors’ access to U.S. citizens’ data has grown, calls for a federal data privacy bill have received more bipartisan support. And Chinese companies’ increased access to the U.S. market—most vividly illustrated by TikTok’s precipitous rise in popularity—has intensified the desire to pass federal legislation.

While passing a federal data privacy law would not eliminate all threats related to data privacy and national security, it would be a meaningful step in the right direction for numerous reasons. For example, a national law would harmonize the existing patchwork of state consumer privacy laws. The existing patchwork of state laws adds compliance costs and constraints on operability across state lines, making U.S. companies less competitive on a global scale while failing to adequately protect consumers or address national security threats.
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would create a unified, predictable framework for businesses operating in the U.S. market. Additionally, a federal data privacy law could address discrimination risks posed by the aggregation and use of consumer profiles, 154 enshrine “baseline privacy as a core U.S. value,” 155 and promote innovation through “clearly defined and consistently applied rules.” 156

But there are numerous questions surrounding the scope of a federal data privacy law, primarily related to whether it would preempt existing state laws, whether it would provide a private right of action, and how it would be enforced. 157 Policy analysts have challenged the implementation of a federal data privacy law on economic grounds. 158 And while it is important to include technology companies in the debate, any legislation will likely receive opposition from powerful stakeholders whose business models revolve around harvesting user data. 159 So, rather than adding to the debate over preemption, a private right of action, and enforcement, this section examines key features of the GDPR and U.S. state data privacy approaches that should inform a federal law. In particular, a federal law should incorporate the strong data privacy rights of the GDPR and U.S. state laws, as well as elements of the GDPR’s regulation of cross-border data transfers.


159. Webster, supra note 93 (“There is well-organized opposition to enacting serious privacy rules in the United States, and those opponents can far outspend all existing efforts to make real progress on this issue.”).
1. The European Union’s General Data Protection Regulation

The GDPR took effect on May 25, 2018, and has since fueled debate over U.S. data privacy policies.\(^{160}\) Through the GDPR, the EU provides “the world’s toughest rules to protect people’s online data” and is a “sharp divergence from the United States, which has taken little action over the years in regulating the tech industry.”\(^{161}\) The law is grounded in the EU’s stance that privacy of communications and personal data is a fundamental human right.\(^{162}\)

The GDPR limits how businesses can process personal data and has an “aggressive extraterritorial scope.”\(^{163}\) It applies to any business that processes personal data of individuals in the EU,\(^{164}\) regardless of the business’s location or the individual’s country of citizenship.\(^{165}\) “Personal data” is broadly defined as “any information relating to an identified or identifiable natural person,” and an “identifiable natural person” is defined as one who can be directly or indirectly identified “by reference to an identifier such as a name, an identification number, location data, an online identifier or to one or more factors specific to the physical, physiological, genetic, mental, economic, cultural or social identity of that natural person.”\(^{166}\)

The GDPR also created data protection requirements that give individuals in the EU certain rights related to how companies process their personal data. These rights include the following:

- the “right to be forgotten,” which allows individuals to request companies delete all their personal data;
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● the “right to object,” which allows individuals to object to certain uses of their personal data;
● the “right to rectification,” which allows individuals to request companies correct incorrect or incomplete personal data;
● the “right of portability,” which allows individuals to request companies transfer their personal data to another company;
● the “right of access,” which allows individuals to learn what personal data companies have collected and how companies use that data; and
● the “right to be notified,” which requires companies to notify individuals of a breach within seventy-two hours of gaining knowledge of the breach.  

In addition to providing these rights to individuals in the EU, the GDPR regulates the flow of personal data from the EU to third countries (any country outside the EU and the European Economic Area) and international organizations. Under the GDPR, businesses may transfer personal data to third countries or international organizations that provide adequate protection to that data. The European Commission, the EU’s primary executive body, is tasked with making these “adequacy decisions” concerning third countries and international organizations’ level of data protection. In determining whether a third country or international organization provides adequate protection, the Commission considers various factors:

the rule of law, respect for human rights and fundamental freedoms, relevant legislation, . . . the access of public authorities to personal data, . . . data protection rules, . . . rules for the onward transfer of personal data to another third country or international organisation . . . as well as effective and enforceable data subject rights and effective administrative and
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judicial redress for the data subjects whose personal data are being transferred.\textsuperscript{171}

As of January 2022, the Commission has determined that fourteen countries provide adequate protection.\textsuperscript{172} The United States is not one of them.\textsuperscript{173}

Absent an adequacy determination, businesses may transfer personal data out of the EU through other legal means. The most commonly used method is through Standard Contractual Clauses.\textsuperscript{174} Standard Contractual Clauses are Commission-approved contract provisions for use when businesses transfer data to a third country or international organization that does not provide adequate legal protection to personal data.\textsuperscript{175} Businesses that export personal data from the EU can include these pre-approved clauses to engage in cross-border data transfers to third countries and international organizations that have not earned adequacy determinations.\textsuperscript{176} A key requirement of these Standard Contractual Clauses is that they allow individuals to directly enforce their GDPR rights against both the businesses transferring and receiving the personal data.\textsuperscript{177}

But these pre-approved Standard Contractual Clauses are not without a critical weakness: they are unable to prevent a third country’s government from lawfully requesting access to the transferred personal data, including requests related to national security.\textsuperscript{178} So while the European Court of Justice (“ECJ”) has upheld the validity of Standard Contractual Clauses, it
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concluded that “[i]f compliance with the laws of the receiving country requires the data importer to forego adequate protections regardless of the safeguards in place, then ‘the controller or processor . . . [is] required to suspend or end the transfer of personal data to the third country concerned.’” The ECJ stated that to “ensure compliance with the level of protection required under EU law,” the Standard Contractual Clauses may require “supplementary measures.” The ECJ, however, did not define supplementary measures. Thus, at least under the GDPR, the future of Standard Contractual Clauses—and consequently all data transfers from the EU to countries not included in the fourteen that the Commission has deemed to provide adequate legal protection—is uncertain.

While the workability and effects of the GDPR are still unfolding in the ECJ and the global market, its robust protection of personal data has inspired the adoption of similar data privacy laws in other countries. One such law is the California Consumer Privacy Act ("CCPA") and its amendment, the California Privacy Rights Act ("CPRA"). Other states, including Oklahoma, have introduced bills that largely mirror the California law but apply to different categories of businesses and provide different levels of rights and protections for each state’s consumers.

2. State Data Privacy Approaches: California and Oklahoma

The California State Constitution recognizes privacy as an inalienable right and is the only state constitution to do so. This inalienable right to privacy underpins the CCPA, which went into effect on January 1, 2020.

The CCPA largely restricts businesses’ collection and sale of consumers’ “personal information.” The law currently applies to for-profit businesses
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that satisfy one of three criteria: (1) earn more than $25 million in annual
gross revenue; (2) “[a]lone or in combination, annually buy[,] receive[,] for
the business’s commercial purposes, sell[,] or share[] for commercial
purposes . . . the personal information of 50,000 or more consumers,
households, or devices”; or (3) “[d]erive[] 50 percent or more of [their]
annual revenues from selling consumers’ personal information.”

The CCPA defines “consumers” as natural persons who are California
residents and “personal information” as “information that identifies,
relates to, describes, is reasonably capable of being associated with, or
could reasonably be linked, directly or indirectly, with a particular
consumer or household.”

The CCPA, which is modelled after the GDPR, was “crafted to protect
individual privacy as a fundamental right.” The CCPA thus provides
California consumers with several rights, including (1) the “right to know,”
(2) the “right to opt out,” and (3) the “right to delete.”

The “right to know” allows consumers to know the information that business have
collected about them during the past twelve months, the “right to opt out”
allows consumers to prevent businesses from selling their personal
information, and the “right to delete,” as the name implies, allows
consumers to request that a business delete any personal information it has
collected from them. The CCPA also provides that a business may not
“discriminate against a consumer by ‘denying goods or services’ or by
‘charging different prices or rates’ to consumers who exercise their rights
under the CCPA.” Businesses must inform consumers about these rights
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and provide methods to exercise these rights without cost. Unlike the GDPR, however, the CCPA does not regulate cross-border data transfers.

In November 2020, California passed the CPRA, which both modified these rights under the CCPA and created new ones. These modifications to the CCPA include the following:

- expanding the right to opt out of a sale to the right to opt out of a sale or sharing of personal information;
- expanding the right to opt out to include opting out of “automated decision-making technology”;
- expanding the right to know by eliminating the CCPA’s twelve-month limitation;
- expanding the right to delete to require service providers and third parties to cooperate with businesses to delete personal information;
- creating a right for consumers to correct inaccurate personal information about the consumer and requiring businesses to inform consumers about this right;
- creating a right for consumers to limit the sale or internal use of “sensitive information,” which includes “information concerning
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health, race and ethnicity, sexual orientation, precise geolocation, and more; and

- creating a new data minimization and purpose requirement that (1) limits businesses’ collection of personal information to information that is reasonably necessary and proportionate to the reasons the business collected the information and (2) prohibits processing that information for a purpose incompatible with those reasons.

Most interestingly, the CPRA establishes the California Privacy Protection Agency. The Agency has the authority to promulgate rules, enforce the amended CCPA, and require businesses to conduct cybersecurity audits and risk assessments for the Agency’s chief privacy auditor to ensure compliance with the CPRA. The Agency also plays a broader educational role by promoting “public awareness and understanding of the risks, rules, responsibilities, safeguards, and rights in relation to the collection, use, sale and disclosure of personal information.” Given California’s far-reaching impact on the global technology market, the Agency will be a key privacy regulator around the world.

Since California passed the CCPA in 2018, multiple states have proposed similar legislation to protect consumer data privacy. Oklahoma is one such state. Introduced in September of 2021, the Oklahoma
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Computer Data Privacy Act of 2022 ("OCDPA") would apply to certain for-profit businesses that conduct business in the state, collect consumers’ personal information, and satisfy at least one of the following thresholds: (1) receive $10 million in annual gross revenues; (2) receive the personal information of twenty-five thousand consumers per year; or (3) derive at least fifty percent of annual revenue from sharing personal information. The Act defines a “consumer” as an Oklahoma resident and “personal information” as any information that “identifies or could reasonably be linked, directly or indirectly, with a particular consumer, household, or consumer device.”

Like the CCPA, the OCDPA provides Oklahomans with the right to know, the right to opt out, and the right to delete. And like the CPRA, the OCDPA creates a right to correct and includes a data minimization requirement that limits businesses to collecting and sharing with third parties only personal information “that is reasonably necessary to provide a good or service to a consumer who has requested the same or is reasonably necessary for security purposes or fraud detection.”

Significantly, the “monetization of personal information shall never be considered reasonably necessary for any purpose.” Unlike the CCPA, however, the OCDPA does not define or provide a right to limit the use of “sensitive personal information.”

If passed, the Oklahoma law would provide residents with data privacy rights similar to those under the CCPA and CPRA, but it would also further complicate the existing patchwork of state laws that have sought to fill the void of a federal data privacy framework. Importantly, state laws do not
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regulate international data transfers, and varying state laws contribute to added compliance challenges for businesses that collect consumers’ personal information across different states, further illustrating the need for a comprehensive U.S. federal law.

3. Recommendations for a U.S. Federal Data Privacy Law

The GDPR, CCPA, and the growing number of state privacy laws\textsuperscript{225} have informed the debate in Congress over a U.S. federal data privacy law, and the bills currently before the 117th Congress incorporate their provisions to varying degrees. Many of the bills’ strengths lie in providing strong, affirmative data privacy rights that largely mirror the rights provided in the GDPR and CCPA/CPRA. But to adequately protect Americans’ data privacy and reduce national security risks from foreign companies operating in the United States, such as TikTok and WeChat, a U.S. federal data privacy law will need to resist overly restricting cross-border data flow while protecting U.S. citizens’ personal data from foreign governments when it leaves U.S. borders. Cross-border data flow is “essential to economic growth in the digital age,”\textsuperscript{226} but foreign governments’ access to U.S. citizens’ data poses a national security risk.\textsuperscript{227} A federal data privacy law must therefore strike a balance between these competing interests, ensuring that cross-border data flow does not jeopardize national security.

The data privacy bills before the 117th Congress provide an opportunity for the United States to better protect consumers’ privacy and national security interests. One such bill, the Information Transparency and Personal Data Control Act, calls for the United States to “develop a balanced, high-


standard digital privacy framework that complements global standards.”

Providing affirmative data privacy rights similar to those under the GDPR and CCPA/CPRA, the Act would give consumers the right to access and correct personal data, provide opt-in and opt-out rights for certain personal information, and mandate “reasonable limits on the personal data that companies collect and retain.” The Act would also require privacy audits every two years by a “qualified, objective, independent third party.”

Significantly, like the CPRA, the Information Transparency and Personal Data Control Act defines certain categories of information as “sensitive personal information.” The bill broadly defines “sensitive personal information” to include information such as financial account numbers, health information, genetic data, geolocation information, content of personal communications, sexual orientation, religion, immigration status, and browsing history. The definition does not include de-identified information, information related to employment, or publicly available information.

Under the Information Transparency and Personal Data Control Act, before an individual’s sensitive personal information may be “collected, transmitted, stored, processed, sold, or otherwise shared” by a controller, the individual must “provide affirmative, express consent.” Consumers’ opt-in consent is thus a requirement for the collection and use of all sensitive personal data, as well as for sharing sensitive personal information with third parties. While the bill broadly defines “third parties,” it does not explicitly address data transfers to international
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corporate affiliates. For non-sensitive personal information, however, the Information Transparency and Personal Data Control Act provides consumers the right to opt-out of collection and use.

Another bill before the 117th Congress that provides strong consumer data privacy rights is the Setting an American Framework to Ensure Data Access, Transparency, and Accountability Act ("SAFE DATA Act"). The requirements of the SAFE DATA Act would apply to any "covered entity," which the Act defines as "any person that is subject to the Federal Trade Commission Act . . . ; collects, processes, or transfers covered data; and determines the purposes and means of such collection, processing, or transfer." "Covered data" means any information "that identifies or is linked or reasonably linkable to an individual or a device that is linked or reasonably linkable to an individual."

Like the GDPR and CCPA/CPRA, the SAFE DATA Act would provide consumers with affirmative data privacy rights: the rights to access, correction, deletion, and data portability; opt-in consent for the processing or transfer of sensitive covered data; and opt-out consent for non-sensitive covered data. The Act would also restrict covered entities to the collection, processing, or transfer of covered data to what "is reasonably necessary, proportionate, and limited to provide or improve a product, service, or a communication about a product or service." The Act would require "large data holders" to conduct ongoing privacy impact assessments, as well as require covered entities to "establish, implement,
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and maintain reasonable administrative, technical, and physical data security policies and practices to protect against risks to the confidentiality, security, and integrity of covered data. In addition, the SAFE DATA Act would require covered entities to designate a “data privacy officer” and a “data security officer” to monitor and ensure compliance with the Act. While the Act would regulate the transfer of data to third parties, third parties would not include entities that receive covered data from entities “related to the covered entity by common ownership or corporate control” and that “share common branding with the covered entity.” Thus, the Act would not regulate transfers to foreign-based corporate affiliates.

A third notable data privacy bill before Congress is the Data Protection Act of 2021. Unlike other privacy bills, the Data Protection Act of 2021 does not enumerate specific data privacy rights. Rather, like the CPRA, the Act would establish an independent agency—the “Data Protection Agency” whose purpose would be “to protect individuals’ privacy, prevent and remediate privacy harms, prevent, remediate, and reduce discrimination on the basis of protected class through the processing of personal information . . . , and limit the collection, processing, and sharing of personal data.” The Data Protection Agency would be empowered to issue rules, orders, and guidance necessary to carry out the Act and enforce other federal privacy laws. Although the Data Protection Act of 2021 does not enumerate specific data privacy rights, the Data Protection Agency would have authority to prescribe and enforce such rights to “protect[] individuals and groups of individuals from privacy harms.”

If Congress were to enact any of the abovementioned bills, U.S. consumers would enjoy data privacy rights resembling those under the GDPR and the CCPA/CPRA, which would be a significant step toward protecting data privacy in the United States. A shortcoming of these bills, however, is that they do not explicitly address the privacy- and national-security-related issues of cross-border data transfers.
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The Adversarial Platform Prevention Act of 2021 ("APP Act"),\textsuperscript{257} on the other hand, is specifically designed to prevent cross-border data flow from jeopardizing U.S. national security. The Act would require "high-risk foreign software, like Chinese-owned TikTok and WeChat," to comply with certain data privacy standards to legally operate in the United States.\textsuperscript{258} Specifically, the APP Act would apply to "software marketplace operator[s]" and "owner[s] of covered foreign software."\textsuperscript{259} "Software marketplace operators" are persons who, "for a commercial purpose, operate[] an online store or marketplace through which software is made available for download by consumers in the United States,"\textsuperscript{260} and "covered foreign software" includes software "owned or directly or indirectly controlled" by a person that is organized, conducts its principal operations, or is headquartered in a "covered country."\textsuperscript{261} A "covered country" means China, Russia, North Korea, Iran, Syria, Sudan, Venezuela, or Cuba, as well as any country that the U.S. Secretary of State concludes has supported international terrorism, or that by controlling "potentially dangerous software poses an undue or unnecessary risk to the national security of the United States or to the safety and security of United States persons."\textsuperscript{262}

Although the APP Act does not provide broad data privacy rights like other bills before the 117th Congress, the Act would provide several data privacy protections for U.S. consumers. First, the Act would require software marketplace operators and owners of covered foreign software to provide consumers with a pre-download "warning" that lists the names of the software and software owner, as well as the country where the owner is organized, headquartered, or operates.\textsuperscript{263} Second, the Act would require owners of covered foreign software to ensure that parent companies could not access U.S. consumer data through U.S.- or foreign-based subsidiaries.\textsuperscript{264} Third, and most significantly, the APP Act would prevent software marketplace operators and owners of covered foreign software
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from using consumer data in a covered country, transferring consumer data to a covered country, or storing consumer data outside the United States.\textsuperscript{265} In addition, the Act would require owners of covered foreign software to submit annual reports to the Federal Trade Commission and the U.S. Attorney General that explain the type of data the owner collects, describe their “data protection measure[s],” and list the number of data requests by foreign governments and government entities, as well as how such requests were handled.\textsuperscript{266} If an owner of covered foreign software complies with a request from a government in covered foreign country, the owner is barred from collecting or storing data of any U.S. consumer through its covered foreign software.\textsuperscript{267} Software marketplace operators and owners of covered foreign software are subject to criminal penalties of $50,000 for each knowing violation of the abovementioned data-protection measures.\textsuperscript{268}

While the APP Act aggressively combats threats to data privacy and national security by regulating cross-border data flow, the Act has some glaring drawbacks. First, though other data privacy bills before Congress specifically define consumer data and distinguish between sensitive and non-sensitive data,\textsuperscript{269} the APP Act does neither; the Act presumably applies to all consumer data, regardless of type and sensitivity level. Second, the Act would not only restrict data transfers to foreign-based entities—it specifies that owners of covered foreign software “may not share with, sell to, or otherwise disclose to any other commercial entity the consumer data of any person in the United States.”\textsuperscript{270} Rather than broadly prohibiting the of transfer of any consumer data to any commercial entity, calibrating transfer restrictions to the sensitivity level of consumer data would provide a more balanced approach without sacrificing privacy or security.

Striking a balance between the economic risks of data localization and the national security risks of foreign governments gaining access to U.S. personal data is a complex but necessary challenge for a federal data privacy law. Lawmakers should further debate and explore how to best regulate cross-border data flows. This Comment recommends that a U.S. federal data privacy law include the strong data privacy rights of bills like the SAFE DATA Act, as well as provisions regulating cross-border data

\textsuperscript{265} Id. § 2(b)(3)(A).
\textsuperscript{266} Id. § 2(b)(1)(A).
\textsuperscript{267} Id. § 2(b)(2)(A).
\textsuperscript{268} Id. § 2(e)(1).
\textsuperscript{269} See supra notes 233–35 and accompanying text (Information Transparency and Personal Data Control Act); see also supra notes 243–46 (SAFE DATA Act).
\textsuperscript{270} Adversarial Platform Prevention Act of 2021, S. 47 § 2(b)(3)(B) (emphasis added).
flow, including between U.S.-based subsidiaries and their international corporate affiliates. Furthermore, such a law should (1) establish an independent agency that regulates cross-border data transfers to entities or countries that do not afford adequate data protection and is empowered to enter into data-protection agreements with those countries; (2) calibrate transfer restrictions through risk-based assessments that consider the type, use, and sensitivity level of consumer data; and (3) require companies to conduct regular assessments regarding companies’ and receiving entities’ data protection compliance in cross-border transfers. The U.S. government should further support these measures through the inclusion in trade negotiations of cross-border data protection standards that would loosen data localization policies while protecting data privacy and both countries’ national security.

Conclusion

The TikTok and WeChat debacle has illustrated IEEPA’s inability to combat threats that foreign mobile applications pose to U.S. national security and data privacy. Rather than one-off uses of IEEPA that target individual foreign mobile applications, the United States should adopt a comprehensive approach to protecting national security and privacy in the form of a federal consumer data privacy law. Privacy is an internationally recognized human right, and the U.N. human rights machinery has indicated that this right extends to data privacy. Furthermore, under the UNGPs, the United States is required to pass legislation that protects internationally recognized human rights.

This legislation should provide the strong data privacy rights of laws such as the GDPR and the CCPA/CPRA, which would give consumers more control over their personal information. Several of the bills before the 117th Congress would provide for these rights. But to help prevent future TikTok and WeChat scenarios, a federal data privacy law should also regulate cross-border data

271. See generally Sacks, supra note 227 (“The mere fact that a Chinese company handles U.S. citizen data in and of itself may not necessarily warrant banning a transaction or blacklisting a specific company. The U.S. national security risks should be evaluated based on an investigation, with regular audits, to determine (a) what kind of U.S. citizen data is being accessed (for example, metadata, images, geographic data, critical infrastructure data), (b) how that data is being used and what data protection measures are in place to protect the rights and interests of U.S. consumers, and (c) with whom that data is being shared and through what mechanisms.”).


273. See supra notes 137–38 and accompanying text.
transfers based on the type and sensitivity level of consumer data. This is where the current bills fall short.

In light of U.S. fears that foreign governments can obtain U.S. citizens’ personal information through foreign mobile applications, a federal consumer data privacy law must provide a nuanced approach to cross-border data transfers that balances national security interests with the harmful effects of data localization. Without such a federal law, the United States will continue “playing a game of whack-a-mole” against an increasing number of foreign technology companies.274
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