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Software v. Software: How Section 230 of the Communications Decency Act Threatens to Undermine Antitrust Law

I. Introduction

Americans are spending an increasing amount of time on their computers. There are myriad benefits to being online, such as an increasingly globalized economy and a slew of educational resources. Many utilize the internet maliciously, however. An online message board known as 8chan has been linked to several mass shootings. Social media sites have been used to coordinate violent riots. Hackers increasingly threaten the security of private data. In late 2020, for example, the U.S.

---


4. Kevin Roose, 'Shut the Site Down,' Says the Creator of 8chan, a Megaphone for Gunmen, N.Y. TIMES (Aug. 4, 2019), https://www.nytimes.com/2019/08/04/technology/8chan-shooting-manifesto.html (“In recent months, 8chan has become a go-to resource for violent extremists. At least three mass shootings . . . have been announced in advance on the site . . . .”).


government discovered an unprecedented cyberattack where hackers infiltrated software used by the federal government, gaining access to over 18,000 government agencies’ private data.\(^7\)

While ever-increasing in magnitude, online threats are not new.\(^8\) Malware, a term meaning “bad software,” encompasses a variety of different online threats that can compromise a user’s personal information.\(^9\) As a result, internet users must take certain steps to protect themselves. In addition to practical security solutions such as two-factor authentication and complex passwords,\(^10\) software companies have developed a range of products to protect users online.\(^11\) Anti-malware software serves to protect users from dangers they might encounter on the internet.\(^12\)

Many modern internet users utilize some sort of anti-malware software to protect their data from online threats.\(^13\) However, section 230 of the Communications Decency Act (“Section 230”) grants software providers unfettered discretion to make covert filtering and blocking decisions on behalf of their users.\(^14\) This power enables software providers to filter out prominent Twitter accounts, including those of Elon Musk and Joe Biden, for a bitcoin scam).


14. *See* 47 U.S.C. § 230(c)(2)(A) (restricting software providers’ liability for “any action voluntarily taken in good faith to restrict access to or availability of material that the provider or user considers to be obscene, lewd, lascivious, filthy, excessively violent, harassing, or otherwise objectionable, whether or not such material is constitutionally protected”).
any competitor for any reason. In effect, this framework cripples Section 230’s policy to safeguard user control and threatens antitrust law’s aim to protect competition.

A primary function of anti-malware software is protecting users from online threats. Thus, in response to the ever-changing world of the internet, anti-malware software is constantly redefining what constitutes a “threat” online. In recent years, however, an aspect of anti-malware software has garnered a negative reputation. By design, anti-malware software is incredibly invasive because “[s]ecurity products are intended to evaluate everything that touches your machine in search of anything malicious, or even vaguely suspicious.”

While a primary function of anti-malware software is protecting users from online threats, the software itself has become a threat. For example, because of its invasiveness, anti-malware software can be utilized to spy on its own users. U.S. intelligence agencies have accused Kaspersky Lab (“Kaspersky”), a cybersecurity company offering anti-malware software, of gathering sensitive information from a U.S. national security agent’s home computer. Security experts have similarly accused Avast Security, another anti-malware software provider, of spying on its users and selling their data. Nevertheless, anti-malware software remains a necessary component of living in a digital world.


17. Purdy & Klosowski, supra note 9.


19. Id.

20. Id.

21. Id. (“It has been a secret, long known to intelligence agencies but rarely to consumers, that security software can be a powerful spy tool.”).


Section 230 has provided immunity for some of the disputably “bad” software companies. While Section 230 was originally created to prevent minors from being exposed to obscenities on the internet, Congress’s express policy provisions accompanying the statute demonstrated its intent to create a flourishing online world. This Comment focuses on Section 230’s express “user control” policy, which “encourage[s] the development of technologies which maximize user control.”

To accomplish these goals, Congress provided immunity to software providers when making decisions “in good faith” to limit users’ access to material that is “obscene, lewd, lascivious, filthy, excessively violent, harassing, or otherwise objectionable.” The inclusion of this provision, known as the “Good Samaritan” provision, presents the issue of whether the phrase “otherwise objectionable” conveys unbridled discretion to companies making decisions as to what their users will and won’t see.

In Enigma Software Group USA, LLC v. Malwarebytes, Inc., the Ninth Circuit held that the catchall “otherwise objectionable” was not without

---

24. Perlroth, supra note 18 (“In the battle against malicious code, antivirus products are a staple . . . .” (quoting Patrick Wardle, chief research officer at Digita Security)).
25. See, e.g., Zango, Inc. v. Kaspersky Lab, Inc., 568 F.3d 1169, 1170 (9th Cir. 2009) (imunizing Kaspersky from potential liability under § 230(c)(2)).
26. See Enigma Software Grp. USA, LLC v. Malwarebytes, Inc., 946 F.3d 1040, 1047 (9th Cir. 2019), cert. denied, 141 S. Ct. 13 (2020) (“The history of § 230(c)(2) shows that access to pornography was Congress’s motivating concern . . . .”).
28. Id. § 230(b)(3).
29. Id. § 230(c)(2)(A).
30. Compare Song Fi Inc. v. Google, Inc., 108 F. Supp. 3d. 876, 880, 882 (N.D. Cal. 2015) (holding that “otherwise objectionable” did not immunize YouTube after “it removed [a] video after it determined the view count . . . was inflated through automated means, and thus violated its Terms of Service”), and Sherman v. Yahoo! Inc., 997 F. Supp. 2d 1129, 1138 (S.D. Cal. 2014) (holding that Yahoo!’s automatic text response system did not qualify for immunity under the Good Samaritan provision because it “did not engage in any form of content analysis of the subject text to identify material that was offensive or harmful prior to the automatic sending of a notification message”), with PC Drivers Headquarters, LP v. Malwarebytes, Inc., 371 F. Supp. 3d 652, 660 (N.D. Cal. 2019) (holding that Malwarebytes’s software filters qualified for the Good Samaritan immunity even though filtering “ha[d] the secondary effect of depriving PC Drivers of the benefits of page-click advertising” because such filtering provided “the ‘technical means’ to restrict access to statutorily defined objectionable material”).
limit. Instead, the court determined that when a software provider filters out a competitor with anticompetitive animus, it is not afforded immunity under the Good Samaritan provision. This contradicts the broad immunity traditionally provided under the statute, but it might reflect a recent push to narrow the statute’s scope. After the Supreme Court denied Malwarebytes’s petition for certiorari in October 2020, the Ninth Circuit’s holding now represents a leading limitation to the Good Samaritan provision.

Enigma’s holding acknowledges that if a software provider can make covert decisions on behalf of its users, Section 230’s user control policy provision is undermined. Further, such unfettered discretion creates an avenue for anticompetitive conduct, a force antitrust law seeks to prevent. Ultimately, it is debatable whether Malwarebytes could be liable under antitrust law, and this Comment does not intend to show that it could be. Instead, this Comment aims to show how Enigma’s holding highlights the interplay between Section 230 and antitrust law regarding user control, anticompetitive conduct, and the anti-malware software market.

Part II of this Comment discusses caselaw surrounding relevant portions of Section 230. Specifically, it describes lower courts’ differing interpretations of when to deviate from the broad immunity traditionally provided by the statute. Part III elaborates on the Ninth Circuit’s interpretation of the Good Samaritan provision in Enigma and discusses relevant caselaw that influenced the decision. Part IV describes antitrust implications stemming from the Good Samaritan provision and the Enigma

31. Enigma, 946 F.3d at 1047.
32. Id.
33. See infra notes 78–79 and accompanying text.
35. Enigma, 946 F.3d at 1051 (“Immunity for filtering practices aimed at suppressing competition, rather than protecting internet users, would lessen user control over what information they receive, contrary to Congress’s stated policy. . . . Users would not reasonably anticipate providers blocking valuable online content in order to stifle competition.”).
36. See generally Morgan v. Ponder, 892 F.2d 1355, 1358 (8th Cir. 1989) (“Anticompetitive conduct is conduct without legitimate business purpose that makes sense only because it eliminates competition.”); Aspen Skiing Co. v. Aspen Highlands Skiing Corp., 472 U.S. 585, 605 n.32 (1984) (stating anticompetitive conduct exists where it “impair[s] the opportunities” of competitors or where conduct “does not further competition on the merits or does so in an unnecessarily restrictive way”) (quoting PHILLIP E. AREEDA & DONALD F. TURNER, ANTITRUST LAW 78 (1978)).
37. See infra Part IV.
holding. Finally, Part V discusses solutions Congress should consider in a potential amendment to the Good Samaritan provision.

This Comment concludes that Section 230 allows software companies to engage in conduct antithetical to the policy behind both Section 230 and antitrust law. Congress should modify the provision in line with the Ninth Circuit’s holding in Enigma.

II. Section 230 Background

When Congress enacted Section 230 in 1996, global internet users topped out around sixteen million. As of January 2021, it had grown to nearly five billion users. Over this time, access to the internet evolved into a basic human right. Section 230 has been credited as a “catalyst” for the immense growth of the tech industry in the United States.

Section 230 was created as part of Title V of the Telecommunications Act of 1996, which became known as the Communications Decency Act (“CDA”). The initial purpose of the CDA was to protect minors from

42.  Batzel v. Smith, 333 F.3d 1018, 1026 (9th Cir. 2003); see also Reno v. Am. Civ. Liberties Union, 521 U.S. 844, 858–59 (1997) (“The Telecommunications Act of 1996 . . . was an unusually important legislative enactment. . . . [I]ts primary purpose was to reduce regulation and encourage the rapid deployment of new telecommunications technologies.”); Telecommunications Act of 1996, FED. COMM’NS COMM’N, https://www.fcc.gov/general/telecommunications-act-1996 (June 20, 2013) (“The Telecommunications Act of 1996 is the first major overhaul of telecommunications law in almost 62 years. The goal of this new law is . . . to let any communications business compete in any market against any other.”).
harmful material on the internet.44 To achieve this aim, former Representative Chris Cox and Senator Ron Wyden—the creators of Section 230—argued that it would be more effective to allow internet users to have the power to “set their own standards” rather than allowing the government to “impos[e] penalties on Internet posters and their service providers.”45 This value is reflected in Section 230’s express user control policy, “encourag[ing] the development of technologies which maximize user control over what information is received.”46 In addition to this overarching goal, “there is little doubt that [Section 230] . . . sought to further First Amendment and e-commerce interests on the Internet.”47

Out of Title V’s original statutory scheme, Section 230 is the only provision remaining. The Supreme Court struck down Title V’s other provisions as violating the First Amendment.48 Thus, interactive computer services ("ICSs") are immune from tortious content provided by third parties and for good faith decisions to moderate online content.49

44. Patricia Spiccia, Note, The Best Things in Life Are Not Free: Why Immunity Under Section 230 of the Communications Decency Act Should Be Earned and Not Freely Given, 48 VAL. U. L. REV. 369, 381 (2013) (“[J]uvenile access to pornography was the initial issue Congress sought to address . . . .”).
45. Kosseff, supra note 41, at 63.
47. Batzel, 333 F.3d at 1028; see also Enigma Software Grp. USA, LLC v. Malwarebytes, Inc., 946 F.3d 1040, 1047 (9th Cir. 2019), cert. denied, 141 S. Ct. 13 (2020) (“The history of § 230(c)(2) shows that access to pornography was Congress’s motivating concern, but the language used in § 230 included much more, covering any online material considered to be ‘excessively violent, harassing, or otherwise objectionable.’”); Holomaxx Techs. v. Microsoft Corp., 783 F. Supp. 2d 1097, 1103 (N.D. Cal. 2011) (“A principal purpose of the CDA is to encourage [internet service providers] to engage in effective self-regulation . . . .”).
48. See Trae Havens, Note, The First Amendment Has Entered the Chat: Oklahoma’s Cyberharassment Law, 73 OKLA. L. REV. 401, 410–11 (2021) (noting that several amendments to the CDA on First Amendment grounds resulted in the dismantling of 47 U.S.C. § 223 from Title V); see also Reno, 521 U.S. at 877–79 (striking down 47 U.S.C. § 223) (“We are persuaded that the CDA lacks the precision that the First Amendment requires when a statute regulates the content of speech”).
49. See Batzel, 333 F.3d at 1026–27 (“Absent § 230, a person who published or distributed speech over the Internet could be held liable for defamation even if he or she was not the author of the defamatory text . . . .”); Zeran v. Am. Online, Inc., 129 F.3d 327, 330–31 (4th Cir. 1997) (“Congress made a policy choice . . . not to deter harmful online speech through the separate route of imposing tort liability on companies that serve as intermediaries for other parties' potentially injurious messages.”).
A. Broad Immunity for Interactive Computer Services

Section 230 was a “direct and swift response” to Stratton Oakmont, Inc. v. Prodigy Services Co. In Stratton Oakmont, a district court held that a website owner could be liable where it “failed to delete posts that allegedly defamed the plaintiff,” even if the website owner was unaware of the defamatory content. Section 230 overturned this decision, distinguishing ICS liability from traditional publisher liability. As a result, § 230(c)(1) immunizes ICSs from being treated as “the publisher or speaker of any information provided by another information content provider.” The Good Samaritan provision goes a step further, immunizing ICSs from liability based on good faith efforts to restrict access to content “that the provider or user considers to be obscene, lewd, lascivious, filthy, excessively violent, harassing, or otherwise objectionable.”

Congress defined an ICS as “any information service, system, or access software provider that provides or enables computer access by multiple users to a computer server.” Common ICSs include websites and e-mail

Comcast Corp., 546 F. Supp. 2d 605, 607, 609 (N.D. Ill. 2008) (interpreting § 230(c)(2) to immunize an ICS’s decision to filter spam email from its users’ inboxes).


53. See Malwarebytes, Inc. v. Enigma Software Grp. USA, LLC, 141 S. Ct. 13, 14 (2020) (“[H]istorically [p]ublishers . . . were subjected to a higher standard because they exercised editorial control. They could be strictly liable for transmitting illegal content.”).

54. 47 U.S.C. § 230(c)(1); see also id. § 230(f)(3) (defining an information content provider as “any person or entity that is responsible, in whole or in part, for the creation or development of information”); Fair Hous. Council v. Roommates.com, LLC, 521 F.3d 1157, 1162 (9th Cir. 2008) (“If [a website] passively displays content that is created entirely by third parties, then it is only a service provider with respect to that content. But as to content that it creates itself, or is ‘responsible, in whole or in part’ for creating or developing, the website is also a content provider.”).


56. Id. § 230(f)(2); see also Zeran v. Am. Online, Inc., 129 F.3d 327, 328–29 (4th Cir. 1997) (“ICSs offer not only a connection to the Internet as a whole, but also allow their subscribers to access information communicated and stored only on each computer service’s
providers. Congress specifically defined an “access software provider” as “a provider of software . . . or enabling tools that . . . filter, screen, allow, or disallow content.” Important for purposes of this Comment, anti-malware software qualifies as an access software provider and is afforded the immunity provided by Section 230.

B. The Good Samaritan Provision

The Good Samaritan provision provides sweeping immunity to ICSs. Such immunity encourages ICSs to filter out harmful material by “immunizing them from liability where those efforts failed.” In effect, Good Samaritan immunity serves Section 230’s original purpose of preventing minors from accessing harmful material online.

Several courts have determined that if a plaintiff adequately pleads that an ICS lacks good faith under the Good Samaritan provision, immunity is individual proprietary network. AOL is just such an interactive computer service.” (citation omitted)).

57. Fair Hous. Council, 521 F.3d at 1162 n.6 (“Today, the most common interactive computer services are websites.”); see also Malwarebytes, Inc., 141 S. Ct. at 14 (“[Section 230(c)(1)] ensures that a company (like an e-mail provider) can host and transmit third-party content without subjecting itself to the liability that sometimes attaches to the publisher or speaker of unlawful content.”).


59. Zango, Inc. v. Kaspersky Lab, Inc., 568 F.3d 1169, 1175 (9th Cir. 2009) ("Kaspersky is an 'access software provider' because, by providing anti-malware software, it 'provide[s] software . . . or enabling tools that . . . filter, screen, allow, or disallow content.'" (quoting 47 U.S.C. § 230(f)(4))).

60. 47 U.S.C. § 230(c); see also Zango, Inc. v. Kaspersky Lab, Inc., No. C07-0807-JCC, 2007 WL 5189857, at *3 (W.D. Wash. Aug. 28, 2007), aff'd, 568 F.3d 1169 (9th Cir. 2009) (“Courts interpreting [§ 230(c)(2)]'s immunity have found it to be 'quite robust.'”); Kyle Langvardt, Regulating Online Content Moderation, 106 GEO. L.J. 1353, 1369–70 (2018) (“Section 230(c)(2) was intended as a ‘Good Samaritan’ provision to prevent platforms from assuming new tort liabilities when they took on the job of content moderation.”). See generally Mike Masnick, Masnick’s Impossibility Theorem: Content Moderation at Scale Is Impossible to Do Well, TECHDIRT (Nov. 20, 2019, 9:31 AM), https://www.techdirt.com/articles/20191111/23032743367/masnicks-impossibility-theorem-content-moderation-scale-is-impossible-to-do-well.shtml (describing the challenges in moderating content).


62. 47 U.S.C. § 230(b)(4) (stating that § 230(b)’s purpose is “to remove disincentives for the development and utilization of blocking and filtering technologies that empower parents to restrict their children's access to objectionable or inappropriate online material”).
unavailable.63 These holdings stem from the plain language of the provision, immunizing actions “taken in good faith.”64 Despite this, the phrase “good faith” lacks a specific definition from courts and Congress alike.65 Similarly, the phrase “otherwise objectionable” has not been adequately delineated. The Ninth Circuit has noted that determining whether content is “objectionable” under the Good Samaritan provision is necessarily subjective.66

While § 230(c)(1) has been the subject of litigation more frequently than its counterpart,67 the Good Samaritan provision has garnered significant publicity in recent years.68 The conversation frequently concerns the phrase


65. An executive order from President Trump in May 2020 attempted to delineate the bounds of “good faith,” suggesting lack of good faith if actions are “deceptive, pretextual, or inconsistent with a provider’s terms of service; or . . . taken after failing to provide adequate notice, reasoned explanation, or a meaningful opportunity to be heard.” Exec. Order No. 13,925, 85 Fed. Reg. 34,079, 34,081 (May 28, 2020), https://www.govinfo.gov/content/pkg/FR-2020-06-02/pdf/2020-12030.pdf.

66. Enigma Software Grp. USA, LLC v. Malwarebytes, Inc., 946 F.3d 1040, 1044 (9th Cir. 2019), cert. denied, 141 S. Ct. 13 (2020) (“[T]he provision establishes a subjective standard whereby internet users and software providers decide what online material is objectionable.”).

67. Nicholas Conlon, Freedom to Filter Versus User Control: Limiting the Scope of § 230(c)(2) Immunity, 2014 U. ILL. J.L. TECH. & POL’Y 105, 114 (“Subsection (c)(1) has been the subject of far more litigation than subsection (c)(2) . . . .”).

68. See Ailan Evans, Is Anything Actually Going to Happen to Facebook?, DAILY CALLER (Oct. 18, 2021, 8:25 PM ET), https://dailycaller.com/2021/10/18/facebook-section-
“otherwise objectionable” in the context of online speech.\(^69\) One of many proposed amendments to the provision came from the Justice Department.\(^70\) Other proposals have advocated amending the act to mitigate online censorship,\(^71\) with some having proposed to repeal Section 230 entirely.\(^72\) Notably, Senator Wyden and former Representative Cox opposed proposals to repeal the act, suggesting that it would close “the many online avenues that ordinary citizens currently use to express themselves.”\(^73\) Instead, they encouraged Congress to “examine whether it’s possible to amend Section 230-frances-haugen/ (describing proposed amendments to Section 230 in September and October of 2021); Eric Goldman, \textit{Section 230 Year-in-Review for 2020}, TECH. & MKTG. L. BLOG (Jan. 11, 2021), https://blog.ericgoldman.org/archives/2021/01/section-230-year-in-review-for-2020.htm (“Over two dozen Section 230 reform or repeal bills were introduced in Congress’ 116th session.”); Tom Kulik, \textit{A Lack of (Good) Faith III: Rethinking Section 230 for the 21st Century}, AboVE L. (Oct. 26, 2020, 11:18 AM), https://abovethelaw.com/2020/10/a-lack-of-good-faith-iii-rethinking-section-230-for-the-21st-century/ (“Who would have thought that the [2020] election season would have vaulted Section 230 of the Communications Decency Act into the forefront of the electoral conversation?”).


\(^73\) Ron Wyden & Chris Cox, Opinion, \textit{Don’t Let Donald Trump Crush Internet Free Speech}, USA TODAY (Dec. 18, 2020, 2:33 PM), https://www.usatoday.com/story/opinion/2020/12/18/section-230-and-complications-free-speech-internet-column/3928033001/. Specifically, the authors argued against former President Trump’s demand to repeal Section 230 entirely. Id.
230 without doing more harm than good.”

While the Good Samaritan provision faces increasing scrutiny, Congress has declined to amend it.

C. “Otherwise Objectionable” and Relevant Caselaw

The Ninth Circuit’s holding in *Enigma* articulated a limit to the definition of “otherwise objectionable.” Specific interpretations of the phrase are scarce, but the Ninth Circuit was not the first court to determine its finite scope. Many courts that have done so, however, are in the Ninth Circuit. This geographic pattern is likely because of the sheer number of tech companies in Silicon Valley.

While broad immunity under the Good Samaritan provision is well established, absolute immunity is not guaranteed. Some courts have applied limited immunity when interpreting “otherwise objectionable.” For example, a California district court declined to extend immunity to YouTube when it removed a user’s video, claiming it was “otherwise objectionable.” YouTube asserted that the plaintiff’s video violated its terms of service because it used automated technologies to inflate the

---

74. *Id.*

75. *Enigma Software Grp. USA, LLC v. Malwarebytes, Inc.*, 946 F.3d 1040, 1045 (9th Cir. 2019), *cert. denied*, 141 S. Ct. 13 (2020) (“We hold that the phrase ‘otherwise objectionable’ does not include software that the provider finds objectionable for anticompetitive reasons.”).


80. *See, e.g., Song Fi*, 108 F. Supp. 3d at 882 (declining to interpret “otherwise objectionable” as meaning “anything to which a content provider objects regardless of why it is objectionable”).

81. *Id.*
video’s view count. The court referenced the plain meaning of “otherwise objectionable,” holding that YouTube’s decision was not “the kind of self-regulatory editing and screening that Congress intended to immunize.”

Another court similarly expressed a limited purview of the phrase, declining to extend “otherwise objectionable” to “any or all information or content.” On the other end of the spectrum, however, “otherwise objectionable” has been interpreted without bounds, immunizing “any action” with little qualification.

Interpreting “otherwise objectionable” is certainly subjective, but it is unlikely that Congress intended it to grant complete immunity. Courts are beginning to recognize this, slowly chipping away at the expansive interpretations established in the early years of the internet. Unless Congress modifies the Good Samaritan provision, courts will continue to apply inconsistent interpretations of the statute, deteriorating an already unpredictable application of the law.

III. A New Frontier for “Otherwise Objectionable”

A. Background

In Enigma, the Ninth Circuit created a novel limitation to “otherwise objectionable.” The court denied Malwarebytes’s motion to dismiss, holding that when an ICS filters out a competitor’s software with anticompetitive animus, it falls outside the scope of immunity provided by

82. Id. at 880.
83. Id. at 884.
84. Sherman v. Yahoo! Inc., 997 F. Supp. 2d 1129, 1138 (S.D. Cal. 2014) (holding that “immunity is inapplicable where Yahoo! did not engage in any form of content analysis of the subject text” before sending an automatic notification that the text was objectionable).
85. PC Drivers Headquarters, LP v. Malwarebytes Inc., 371 F. Supp. 3d 652, 660 (N.D. Cal. 2019) (“The phrase ‘any action’ has only one qualifier for the immunity to apply: that the ‘action’ is ‘taken to enable or make available to information content providers or others the technical means to restrict access to material.’”).
86. Holomaxx Techs. v. Microsoft Corp., 783 F. Supp. 2d 1097, 1104 (N.D. Cal. 2011) (acknowledging that the “otherwise objectionable” determination is subjective).
87. See Song Fi, 108 F. Supp. 3d at 884 (“The ordinary meaning of ‘otherwise objectionable,’ as well as the context, history, and purpose of the Communications Decency Act all counsel against reading ‘otherwise objectionable’ to mean anything to which a content provider objects regardless of why it is objectionable.”).
the Good Samaritan provision. Specifically, the court held that the broad language of “otherwise objectionable” does not encompass such filtering.

Enigma Software Group (“Enigma”) is a software company that sells a variety of anti-malware products. Enigma’s most popular product, Spyhunter, is purported to “scan for, identify, remove and block malware, potentially unwanted programs (“PUPs”) and other objects.” The software has received mixed reviews from experts, with one stating it “does what it promises . . . but competitors deliver much more.” Another expert, Bleeping Computer (“Bleeping”), critiqued Spyhunter by “making fact based claims . . . about Enigma’s dubious product, dubious customer service tactics . . . and dubious lawsuits.” In response to this criticism, Enigma sued Bleeping for defamation. The parties settled after Bleeping filed counterclaims against Enigma. As a result, Enigma garnered a

89. Id. at 1052.
90. Id. at 1045.
92. SpyHunter, ENIGMA SOFT, https://www.enigmasoftware.com/products/spyhunter/ #windows (last visited Jan. 4, 2020). See generally Enigma, 946 F.3d at 1047 (“PUPs include, for example, what Malwarebytes describes as software that contains ‘obtrusive, misleading, or deceptive advertisements, branding or search practices.’”); Chris Hoffman, PUPs Explained: What Is a “Potentially Unwanted Program”? , HOW-TO GEEK (Nov. 4, 2015, 6:40 AM EDT), https://www.howtogeek.com/232791/pups-explained-what-is-a-potentially-unwanted-program/ (“‘Potentially unwanted programs’ often arrive bundled with other software and . . . slow [your computer] down, track you, clutter the system, and show you additional advertisements.”).
96. Bleeping Computer, 194 F. Supp. 3d at 272. Luckily, Bleeping received $5,000 from Malwarebytes to fund its legal defense. Cushing, supra note 95.
questionable reputation, being described by some as “shady” and “litigious.”98

Enigma and defendant Malwarebytes have been competitors since Malwarebytes’s inception in 2008.99 Like Enigma, Malwarebytes advertises itself as a provider of anti-malware software.100 Its malware detection services are “designed to scan consumer[s’] computers and to report to consumers in commercial advertisements or promotions any threats, PUPs, malware and viruses for de-installation.”101

In 2016, Malwarebytes listed Enigma as a PUP after revising its qualifying criteria.102 The effect of this revision was that when a Malwarebytes user attempted to download Enigma’s software, “the user was alerted of a security risk and . . . the download was prohibited.”103 This was not the first time Enigma had been filtered out by another company’s anti-malware software.104

In its complaint, Enigma alleged that Malwarebytes intentionally “configured its software to block users from accessing Enigma’s software in order to divert Enigma’s customers.”105 The district court106 granted


102. Enigma, 946 F.3d at 1048. The Ninth Circuit describes this revision as including “any program that, according to Malwarebytes, users did not seem to like.” Id. See generally Hoffman, supra note 92 (defining PUPs); Purdy & Klosowski, supra note 9 (describing how anti-malware software firms constantly revise criteria for what is deemed a threat online).

103. Enigma, 946 F.3d at 1048.

104. See Enigma Software Group Inc. Responds, supra note 98. Enigma itself reported that it was being filtered out by other software as early as 2004. Id.

105. Enigma, 946 F.3d at 1044.
Malwarebytes’s motion to dismiss, interpreting Ninth Circuit precedent in *Zango, Inc. v. Kaspersky Lab, Inc.* “to mean that anti-malware software providers are free to block users from accessing any material that those providers, in their discretion, deem to be objectionable.”

The Ninth Circuit disagreed with the district court’s reliance on *Zango.* Nevertheless, *Zango* may be the most persuasive case leading to the holding in *Enigma.* In *Zango,* the Ninth Circuit analyzed claims against software provider Kaspersky Lab for, among other things, tortious interference with contractual rights and unjust enrichment. Kaspersky’s software “detects malware that may be present [online] that a computer user is about to download.” Zango alleged that Kaspersky, in essence, disabled its toolbar from customers’ computers. The *Zango* court held that Kaspersky, as a provider of an ICS, was entitled to immunity under the Good Samaritan provision.

Perhaps more influential than *Zango’s* holding itself is Judge Fisher’s concurrence. Judge Fisher expressed concern that providing excessively broad immunity under the Good Samaritan provision would be inconsistent with congressional intent. Excessively broad immunity, according to Judge Fisher, could be problematic if “providers of blocking software were to be given free license to unilaterally block the dissemination of material by content providers.” He warned against construing “otherwise objectionable” in a way that allowed for abuse by a software provider.

---

106. While Enigma originally filed its claim in New York state court, the New York court granted a motion to transfer to the Northern District of California because “the conduct at issue had national reach.” *Id.* at 1048.
107. *Id.* (citing *Zango, Inc. v. Kaspersky Lab, Inc.*, 568 F.3d 1169 (9th Cir. 2009)).
108. *Id.* at 1049–50.
110. *Id.* at 1171.
111. *Id.*
112. *Id.* at 1177–78. Notably, *Zango* did not allege in its complaint whether Kaspersky’s action was done in good faith. See *id.* at 1178 n.1 (Fisher, J., concurring) (indicating that Zango waived its argument for a good faith limitation to immunity by making the argument only in reply).
113. See, e.g., *Enigma Software Grp. USA, LLC v. Malwarebytes, Inc.*, 946 F.3d 1040, 1045 (9th Cir. 2019), cert. denied, 141 S. Ct. 13 (2020) (citing the warnings from Judge Fisher’s concurrence as grounds to reverse the district court decision).
114. *Zango*, 568 F.3d at 1178 (Fisher, J., concurring).
115. *Id.*
seeking to “block content for anticompetitive purposes or merely at its malicious whim.”

In contrast to the district court, the Ninth Circuit refused to rely on Zango. Specifically, the Enigma court emphasized that the issue in Zango was whether Section 230 immunity extended to software providers at all, not “whether there were limitations on a provider’s discretion to declare online content ‘objectionable.’” Instead, the Ninth Circuit held that Section 230 does not immunize “blocking a competitor’s program for anticompetitive reasons,” and since Enigma pled specifically that Malwarebytes’s actions were anticompetitive, Malwarebytes was not entitled to Section 230 immunity.

The Ninth Circuit rejected Malwarebytes’s assertion that because it was an ICS—even if it acted with anticompetitive intent—it qualified for immunity. The court described the assertion as being “contrary” to the history and purpose of the provision. In sum, the Ninth Circuit held that allowing Malwarebytes to exercise unbridled discretion to determine what is “objectionable” would “enable and potentially motivate internet-service providers to act for their own, and not the public, benefit.” Such discretion would contradict Congress’s express user control policy.

Nevertheless, the Ninth Circuit acknowledged the importance of allowing ICSs to possess some discretion to filter online threats, such as spam and malware, and thus refused to interpret the Good Samaritan

116. Id.
117. Enigma, 946 F.3d at 1049 (“District courts nationwide have grappled with the issues discussed in Zango’s majority and concurring opinions, and have reached differing results.”).
118. Id. at 1050.
119. Id. at 1049.
120. Id. at 1052.
121. Id. at 1051.
122. Id.
123. Id. (citing Zango, Inc. v. Kaspersky Lab, Inc., 568 F.3d 1169, 1178 (9th Cir. 2009) (Fisher, J., concurring)).
124. Id. (“Immunity for filtering practices aimed at suppressing competition, rather than protecting internet users, would lessen user control over what information they receive, contrary to Congress’s stated policy.”). An express policy of Section 230 is “to encourage the development of technologies which maximize user control over what information is received by individuals, families, and schools.” 47 U.S.C. § 230(b)(3).
provision too narrowly.\footnote{125} Three months after \textit{Enigma}, a California district court immunized a software company that allegedly filtered out another company for anticompetitive reasons.\footnote{126} The court held that because the plaintiff was not a direct competitor of the defendant, \textit{Enigma}'s holding did not preclude the defendant from the Good Samaritan provision's immunity.\footnote{127} This tapering of \textit{Enigma} suggests that although the Ninth Circuit's holding was novel, it was also limited.

\textbf{B. Enigma's Holding Solidified (For Now)}

On October 9, 2020, the Supreme Court denied Malwarebytes's petition for writ of certiorari, ending the \textit{Enigma} saga and solidifying the Ninth Circuit's interpretation of what falls within the purview of “otherwise objectionable.”\footnote{128} Justice Thomas issued a statement with the denial, suggesting that an unnecessarily broad interpretation of Section 230 would result in “serious consequences.”\footnote{129}

Justice Thomas touched briefly on the Good Samaritan provision, writing, “Where Congress uses a particular phrase in one subsection and a different phrase in another, we ordinarily presume that the difference is meaningful.”\footnote{130} Notably, Justice Thomas suggested that courts should apply the statutory interpretation canon \textit{ejusdem generis} when interpreting the Good Samaritan provision.\footnote{131} In \textit{Enigma}, however, the Ninth Circuit

\begin{quote}
\footnote{125} \textit{Enigma}, 946 F.3d at 1052 ("Congress wanted to give internet users tools to avoid . . . harassing materials. Spam, malware and adware could fairly be . . . called ‘otherwise objectionable’ . . . .").
\footnote{127} \textit{Id.} at *5.
\footnote{129} \textit{Malwarebytes, Inc.}, 141 S. Ct. at 14 ("I write to explain why, in an appropriate case, we should consider whether the text of this increasingly important statute aligns with the current state of immunity enjoyed by Internet platforms.").
\footnote{130} \textit{Id.} at 18.
\footnote{131} \textit{Id.} at 16.
\footnote{132} \textit{See id. See generally In re Pangang Grp. Co., LTD., 901 F.3d 1046, 1056 (9th Cir. 2018) ("The canon of \textit{ejusdem generis} refers to the inference that a general term in a list}
rejected applying the canon: “[W]e do not . . . determine the precise relationship between the term ‘otherwise objectionable’ and the seven categories that precede it.” Despite this inconsistency, Justice Thomas’s statement doesn’t appear to be designed to provide guidance to lower courts but rather is an open invitation to bring a Section 230 case to the Court (just a different Section 230 case, apparently).

As a result of the Supreme Court’s denial of certiorari, the future of Section 230’s “otherwise objectionable” catchall is left to each lower court’s determination. Undoubtedly, the Ninth Circuit’s holding in Enigma is remarkably persuasive authority for courts facing similar issues. Nevertheless, without Supreme Court guidance and absent congressional intervention, software companies acting outside the scope of the Ninth Circuit’s authority potentially have complete discretion to filter out competitors for anticompetitive reasons, abusing both Section 230’s express user control policy and antitrust law.

IV. Antitrust Implications

While Enigma did not directly implicate antitrust law, both Section 230 and antitrust law share a similar policy goal: protecting competition. Congress intended for Section 230 to “preserve the vibrant and competitive

---

134. Malwarebytes, Inc., 141 S. Ct. at 18 (“Without the benefit of briefing on the merits, we need not decide today the correct interpretation of § 230. But in an appropriate case, it behooves us to do so.”).
136. Enigma, 946 F.3d at 1051 (“Congress . . . gave providers discretion to identify objectionable content in large part to protect competition, not suppress it.”); Dina Srinivasan, The Antitrust Case Against Facebook: A Monopolist’s Journey Towards Pervasive Surveillance in Spite of Consumers’ Preference for Privacy, 16 BERKELEY BUS. L.J. 39, 91 (2019) (stating that antitrust laws “regulate a range of conduct that harms the competitive process”).
free market.” Similarly, antitrust law seeks to “preserve free and unfettered competition as the rule of trade.”

A number of scholars have noted that antitrust law is not up to speed with the digital economy; therefore, changes within modern economics “threaten to complicate digital platform antitrust litigation.” Digital platforms possess a unique combination of characteristics that drive power into the hands of a single company: (1) “strong network effects”; (2) “strong economies of scale and scope”; (3) “marginal costs close to zero”; (4) “high and increasing returns to the use of data”; and (5) “low distribution costs that allow for a global reach.” In combination, these factors create a “winner takes all” effect, harming competition by deterring competitors from entering the market. The questionable nature of antitrust law’s slow adjustment to the modern age leaves room to doubt that competition in the anti-malware software market is adequately safeguarded.

Relevant to this Comment is antitrust law’s emphasis on stifling “anticompetitive” conduct. No clearly articulated test exists to determine

139. Josh Palmer, It’s High Tide Again in Internet Markets, COMPETITION: J. ANTITRUST, UCL & PRIVACY SECTION CAL. LAWS. ASS’N, Fall 2020, at 70, 80–81 (“The complex interdependencies among the various platform sides have led well-established economists to call into question the sufficiency of traditional economic analyses and tools to handle competition analysis in digital platforms.”); see also Gregory Day & Abbey Stemler, Are Dark Patterns Anticompetitive?, 72 ALA. L. REV. 1, 5 (2020).
140. STIGLER COMM. ON DIGITAL PLATFORMS, STIGLER CTR. FOR THE STUDY OF THE ECON. & THE STATE, FINAL REPORT 7 (Sept. 2019), https://www.chicagobooth.edu/-/media/research/stigler/pdfs/digital-platforms---committee-report---stigler-center.pdf (explaining network effects as “the more people use a product, the more appealing this product becomes for other users”).
141. Id. (describing economies of scale and scope as “the cost of producing more or of expanding in other sectors decreases with company’s size”).
142. Id.
143. Id. at 7–8 (describing high and increasing returns as “the more data you control, the better your product”).
144. Id. at 8.
145. Id.; see also L.A. Land Co. v. Brunswick Corp., 6 F.3d 1422, 1427–28 (9th Cir. 1993) (suggesting that a barrier to entry is created where factors deter competitors from the market).
146. See generally Palmer, supra note 139.
147. See, e.g., Spirit Airlines, Inc. v. Nw. Airlines, Inc., 431 F.3d 917, 951 (6th Cir. 2005) (“[A]nticompetitive conduct can come in too many different forms, and is too
whether conduct is anticompetitive. However, courts look at whether conduct “impair[s] the opportunities” of competitors or whether conduct “does not further competition on the merits or does so in an unnecessarily restrictive way.”

*Enigma* recognized that Section 230’s user control policy combined with antitrust law’s focus on anticompetitive conduct threatened the anti-malware software market. Congress “gave providers discretion to identify objectionable content . . . to protect competition, not suppress it.”

Allowing ICS users to maintain control over what they encounter on their computers is a core tenet behind Section 230. If “otherwise objectionable” immunizes software companies that filter out competitors for anticompetitive reasons, Section 230 undermines software users’ power of choice.

Admittedly, anti-malware software providers must maintain some discretion in what content to filter. Former Representative Cox and Senator Wyden hoped that software companies would be able to set their own standards and that “[t]he market . . . would encourage the companies to develop conduct codes that are most appropriate for their audiences.” In the same vein, users always maintain control over which programs to install.

---


149. *Enigma Software Grp. USA, LLC v. Malwarebytes, Inc.*, 946 F.3d 1040, 1051 (9th Cir. 2019).

150. *See generally* 47 U.S.C. § 230(b)(3). Section 230 authors argued it would be more effective to allow internet users to have the power to “set their own standards” rather than allowing the government to “impose[e] penalties on Internet posters and their service providers . . . .” *Kosseff, supra* note 41, at 63. *But see* 47 U.S.C. § 230(c)(2)(A) (granting both providers and users of ICSs immunity to restrict access to certain content in good faith).


152. *Kosseff, supra* note 41, at 64.
or remove. As Judge Fisher warned in Zango, however, the threat to user control arises where users are unaware of filtering decisions being made on their behalf.

When Malwarebytes removed Enigma’s software from its users’ computers, it did not allow its users to determine for themselves which software they wanted to install. Instead, Malwarebytes simply prohibited its users from downloading any Enigma software. In effect, Malwarebytes stripped away its customers’ ability to control what they encounter online, in opposition to Congress’s express intent. The Ninth Circuit thus acknowledged the danger of an expansive interpretation of “otherwise objectionable,” stating that “[i]mmunity for filtering practices aimed at suppressing competition, rather than protecting internet users, would lessen user control over what information they receive, contrary to Congress’s stated policy.”

Likewise, a broad interpretation of “otherwise objectionable” undermines antitrust law’s focus on preventing anticompetitive conduct. If software providers’ actions are immune from liability, there is little—if any— disincentive from filtering out competitors who threaten their bottom line. In such a case, power begets power: the more users a software has, the more users it will be able to prevent from accessing competitors’ software. Such conduct is antithetical to competition on the merits. It impairs the opportunities of rivals by removing them from the market.

153. Zango, Inc. v. Kaspersky Lab, Inc., 568 F.3d 1169, 1179 (9th Cir. 2009) (Fisher, J., concurring) (“Computer users are of course always free to replace their blocking software with software more in line with their preferences . . . .”).
154. Id.
155. Enigma, 946 F.3d at 1048.
156. Id.
157. See id. After Malwarebytes began flagging Enigma’s software as PUPs, “anytime a user with Malwarebytes’s software tried to download those Enigma programs, the user was alerted of a security risk and . . . the download was prohibited.” Id.
158. Id. at 1051.
159. See Zango, Inc. v. Kaspersky Lab, Inc., 568 F.3d 1169, 1179 (9th Cir. 2009) (Fisher, J., concurring) (“Consider, for example, a web browser configured by its provider to filter third-party search engine results so they would never yield websites critical of the browser company or favorable to its competitors.”).
160. See Aspen Skiing Co. v. Aspen Highlands Skiing Corp., 472 U.S. 585, 605 n.32 (1984). Exclusionary conduct “tends to impair the opportunities of rivals” and “either does not further competition on the merits or does so in an unnecessarily restrictive way.” Id. (quoting 3 Areeda & Turner, supra note 36, at 78).
entirely rather than letting users discern which software is more suitable to their preferences.

The *Enigma* court used the word “anticompetitive” twenty-one times in its majority opinion, suggesting Malwarebytes’s conduct fell within the legal scope of the word. Notably, “anticompetitive conduct falls outside the bounds of ‘competition on the merits,’”162 and if conduct impairs competitors’ opportunities, competition is not on the merits.163 When Malwarebytes removed Enigma’s software from its users’ computers, it prevented Enigma from competing on the merits by removing it from a portion of the market.164

Further, allowing software providers such discretion is a barrier to entry, deterring potential firms from entering the software market. Barriers to entry include “factors in the market that deter entry while permitting incumbent firms to earn monopoly returns.”165 If software companies have discretion to filter competitors for anticompetitive reasons, new companies are disincentivized from entering the market. Any company seeking to enter the software market would be wise to avoid the anti-malware sector, or any sector with an ability to filter out rivals. An established company like Malwarebytes,166 with discretion to filter rivals from being seen by their users, would reap benefits by facing less competition.167 But despite Malwarebytes’s anticompetitive conduct, it is dubious whether the company could be liable under established antitrust law.

162. Srinivasan, supra note 136, at 90.
163. *Aspen Skiing Co.*, 472 U.S. at 605 n.32.
164. See *Enigma*, 946 F.3d at 1048 (“[A]nytime a user with Malwarebytes’s software tried to download those Enigma programs, the user was alerted of a security risk and . . . the download was prohibited.”).
Section 2 of the Sherman Act makes it an offense to monopolize, attempt to monopolize, or conspire to monopolize any area of commerce.\textsuperscript{168} Anticompetitive conduct coupled with monopoly power violates section 2 of the Sherman Act.\textsuperscript{169} A monopoly is defined as the “power to control prices or exclude competition.”\textsuperscript{170} Generally, courts look to market share to determine monopoly power.\textsuperscript{171} With only an 8.72% market share, Malwarebytes likely can’t be considered a monopoly.\textsuperscript{172} While “neither size nor market share alone suffice to establish a monopoly,”\textsuperscript{173} the Supreme Court has held that maintaining greater than two-thirds of a market plus 80% of a related market was an illegal monopoly.\textsuperscript{174} The discrepancy between Malwarebytes’s market share and the Supreme Court’s holding suggests it does not hold illegal monopoly power.

Nevertheless, a company is not required to possess monopoly power to be liable under section 2.\textsuperscript{175} Attempted monopolization is prohibited when a

\begin{itemize}
\item \textsuperscript{168} 15 U.S.C. § 2 (“Every person who shall monopolize, or attempt to monopolize, or combine or conspire with any other person or persons, to monopolize any part of the trade or commerce among the several States, or with foreign nations, shall be deemed guilty of a felony . . . .”).
\item \textsuperscript{169} \textit{Id.}; see also Aspen Skiing Co. v. Aspen Highlands Skiing Corp., 472 U.S. 585, 602 (1984) (suggesting that the words “anticompetitive,” “exclusionary,” and “predatory” can be used interchangeably).
\item \textsuperscript{170} United States v. E.I. du Pont de Nemours & Co., 351 U.S. 377, 391 (1956). However, not every monopoly is illegal: “Patents . . . furnish the most familiar type of classic monopoly.” \textit{Id.} at 392.
\item \textsuperscript{171} \textit{See}, e.g., United States v. Grinnell Corp., 384 U.S. 563, 571 (1966) (“The existence of [monopoly] power ordinarily may be inferred from the predominant share of the market.”); \textit{Am. Tobacco Co. v. United States}, 328 U.S. 781, 797, 815 (1946) (upholding a jury’s verdict that American Tobacco Co. conspired to monopolize the tobacco industry because it controlled “over two-thirds of the entire domestic field of cigarettes, and . . . over 80% of the field of comparable cigarettes”).
\item \textsuperscript{172} \textit{See generally} Liu, \textit{supra} note 166.
\item \textsuperscript{173} United States v. Syufy Enters., 903 F.2d 659, 671 (9th Cir. 1990); \textit{see also} \textit{L.A. Land Co. v. Brunswick Corp.}, 6 F.3d 1422, 1426, 1429 (9th Cir. 1993) (declaring to hold that a company had monopoly power, despite a 100% market share).
\item \textsuperscript{174} \textit{Am. Tobacco Co.}, 328 U.S. at 797. The Second Circuit has similarly held that holding 90% of the market constituted monopoly power. United States v. Aluminum Co., 148 F.2d 416, 429 (2d Cir. 1945). The Fifth Circuit has found that 71% to 76% market share was sufficient to constitute a monopoly. Heatransfer Corp. v. Volkswagenwerk, A.G., 553 F.2d 964, 981 (5th Cir. 1977).
\item \textsuperscript{175} \textit{See Tops Mkts., Inc. v. Quality Mkts., Inc.}, 142 F.3d 90, 100 (2d Cir. 1998) (“[A] lesser degree of market power may establish an attempted monopolization claim than that
plaintiff can show (1) anticompetitive conduct,\(^{176}\) (2) a specific intent to acquire monopoly power,\(^{177}\) and (3) a “dangerous probability” of doing so.\(^{178}\)

As previously discussed, Malwarebytes’s conduct is likely considered anticompetitive. Its anticompetitive conduct could also be used to establish a specific intent to monopolize, because removing competitors from a market is “clearly threatening to competition.”\(^{179}\)

Finally, while it could be challenging to show that the company had a dangerous probability of success, it remains plausible.\(^{180}\) To determine whether a firm has a dangerous probability of success, courts look to its “capacity to commit the offense,” the “scope of its objective,” and “the character of its conduct.”\(^{181}\) Most importantly, courts also consider the “actual or threatened impact on competition in the relevant market.”\(^{182}\) Malwarebytes’s slim market share suggests it likely does not have the capacity of acquiring monopoly power through filtering out competitors.\(^{183}\) Further, the scope of Malwarebytes’s objective and the character of its conduct are difficult to determine objectively. In its complaint, Enigma

\(^{176}\) Spectrum Sports, Inc. v. McQuillan, 506 U.S. 447, 456 (1993) (discussing the requirements to hold an entity liable under section 2 for attempted monopolization).

\(^{177}\) Id.; see also Times-Picayune Pub. Co. v. United States, 345 U.S. 594, 615 (1953) (inferring a specific intent to monopolize “whenever unlawful effects are found”); Swift & Co. v. United States, 196 U.S. 375, 396 (1905) (“[A]n intent to [monopolize] is necessary in order to produce a dangerous probability that it will happen.”); Syufy Enters. v. Am. Multicinema, Inc., 793 F.2d 990, 999 (9th Cir. 1986) (finding that “the jury could reasonably have inferred a specific intent to monopolize” when plaintiff provided evidence that defendant threatened to “run [a competitor] out of town”).

\(^{178}\) Spectrum Sports, 506 U.S. at 456; see also United States v. Am. Airlines, Inc., 743 F.2d 1114, 1119 (5th Cir. 1984) (noting that the requirement of a dangerous probability of success “expresses a significant antitrust principle that the antitrust laws protect competition, not competitors”).

\(^{179}\) Catch Curve, Inc. v. Venali, Inc., 519 F. Supp. 2d 1028, 1035 (C.D. Cal. 2007) (”[A]nticompetitive conduct alone can satisfy the specific intent requirement if the conduct ‘form[s] the basis for a substantial claim of restraint of trade’ or is ‘clearly threatening to competition or clearly exclusionary’” (alteration in original) (quoting Twin City Sportservice, Inc. v. Charles O. Finley & Co., Inc., 676 F.2d 1291, 1309 (9th Cir. 1982))).

\(^{180}\) See, e.g., Am. Airlines, Inc., 743 F.2d at 1119 (concluding that the government properly stated a claim for dangerous probability of success).


\(^{182}\) Id.

\(^{183}\) See Liu, supra note 166.
alleged that Malwarebytes filtered its software for anticompetitive purposes, but Malwarebytes retorted that it filtered the software because Enigma poses a threat to its users. Because the Ninth Circuit ruled on a motion to dismiss, a trier of fact has not determined the issue.

Malwarebytes’s conduct, however, implicates the greatest factor that courts weigh in determining whether there is a “dangerous probability of success”: threatening competition within the anti-malware software market. If permitted, Malwarebytes would continually filter out its competitor, Enigma.

Perhaps Malwarebytes could be liable under section 2 for attempted monopolization. Even if not, however, an expansive reading of “otherwise objectionable” renders liability a possibility within the anti-malware software market. Because “[c]ourts have consistently confirmed that the goal of the antitrust laws is to protect competition rather than competitors,” Section 230 grants software providers an avenue to evade this antitrust principle.

The vagueness of Section 230’s “otherwise objectionable” immunizes an unspecified range of conduct and undermines Congress’s express intent to preserve user control. This ambiguity, coupled with antitrust law’s failure to evolve with the modern digital economy, threatens the free market of anti-malware software. Congress should amend Section 230 to prevent anticompetitive conduct within this market.

185. Id.
186. See id. at 1045.
187. See id. at 1048 ("[A]nytime a user with Malwarebytes’s software tried to download those Enigma programs, the user was alerted of a security risk and . . . the download was prohibited . . ."). Malwarebytes has also been accused of similar conduct by companies other than Enigma. See, e.g., PC Drivers Headquarters, LP v. Malwarebytes, Inc., No. 1:18-CV-234-RP, 2018 WL 2996897, at *1 (W.D. Tex. Apr. 23, 2018); Asurvio LP v. Malwarebytes Inc., No. 5:18-CV-05409-EJD, 2020 WL 1478345, at *1 (N.D. Cal. Mar. 26, 2020).
188. L.A. Land Co. v. Brunswick Corp., 6 F.3d 1422, 1427 (9th Cir. 1993).
V. Proposed Solutions

Software providers possess the ability to covertly strip away users’ choice to determine which software to use.191 This surreptitious power is what Judge Fisher warned against in Zango and led to the Ninth Circuit’s holding in Enigma.192 It allows software providers to impair user control without consequence and erode competition on the merits.193 Congress should amend the Good Samaritan provision to preclude immunity for access software providers when they filter a direct competitor with anticompetitive animus. Instead of allowing “otherwise objectionable” to insulate software providers depending on whatever the relevant court determines, Congress should add a subsection to § 230(c), isolating “access software provider” from the Good Samaritan provision’s undefined “otherwise objectionable.” This amendment should codify Enigma’s holding by specifically prohibiting access software providers from filtering out competitors with anticompetitive animus.194

Because there is little caselaw interpreting “otherwise objectionable,” altering the language of Section 230 itself is a favorable solution. Another option includes the remaining circuits following the Ninth Circuit’s holding in Enigma: “[T]he phrase ‘otherwise objectionable’ does not include software that the provider finds objectionable for anticompetitive reasons.”195

(calling the analogy between product markets and data markets “too simplistic to be useful” for modern antitrust enforcement).

191. See, e.g., Enigma, 946 F.3d at 1044 (“[A]nytime a user with Malwarebytes’s software tried to download those Enigma programs, the user was alerted of a security risk and . . . the download was prohibited . . . .”); Asurvio, 2020 WL 1478345, at *2 (“Malwarebytes categorized . . . Asurvio’s [software] with a negative PUP rating and a security risk to Malwarebytes’ customers.”).

192. Zango, Inc. v. Kaspersky Lab, Inc., 568 F.3d 1169, 1178 (9th Cir. 2009) (Fisher, J., concurring) (“[E]xtending immunity beyond the facts of this case could pose serious problems if providers of blocking software were to be given free license to unilaterally block the dissemination of material by content providers under the literal terms of § 230(c)(2)(A).”); Enigma, 946 F.3d at 1045 (“We heed [Judge Fisher’s] warning and reverse the district court’s decision that read Zango to require such an interpretation.”).

193. See Enigma, 946 F.3d at 1051 (“[I]mmunity for filtering practices aimed at suppressing competition, rather than protecting internet users, would lessen user control over what information they receive, contrary to Congress’s stated policy.”).

194. See generally id. at 1052 (“[W]e hold that § 230 does not provide immunity for blocking a competitor’s program for anticompetitive reasons . . . .”).

195. Id. at 1045.
To avoid unintended results, Congress should narrowly tailor its amendment to Section 230. By addressing access software providers specifically, as opposed to implicating all ICSs, Congress would avoid the unnecessarily broad ramifications that an alteration to the Good Samaritan provision would have.\textsuperscript{196} For example, an amendment addressing all ICSs in the Good Samaritan provision could qualify as content-based discrimination under the First Amendment.\textsuperscript{197} As Section 230’s creators warned, Congress should be careful when amending the statute and “examine whether it’s possible to amend Section 230 without doing more harm than good.”\textsuperscript{198}

Ultimately, this amendment would protect both user control and the free market by ensuring that software providers are not filtered out by direct competitors for anticompetitive reasons. Nevertheless, while such an amendment would threaten to impose additional liability on access software providers, an amendment should otherwise respect a software provider’s discretion to determine how to protect its users from threats online.\textsuperscript{199}

Procedurally, this amendment would allow for a software provider to survive a motion to dismiss when it adequately pleads that a direct competitor has taken anticompetitive action against them.\textsuperscript{200} The amendment would not create a new cause of action or hinder what an antimalware software could actually filter out.

An amendment separating “access software providers” from the broad immunity encompassing all ICSs would serve the policy goals of both Section 230 and antitrust law. Allowing users of access software providers to determine just what sort of software they want on their computers serves Section 230’s user control policy,\textsuperscript{201} and imposing liability on companies

\begin{footnotes}
\footnotetext[196]{See generally Mike Masnick, Apparently Trump Refuses to Allow the Government to Do Anything at All Until the Open Internet Is Destroyed, TECHDIRT (Dec. 23, 2020, 1:49 PM), https://www.techdirt.com/articles/20201223/13392945940/apparently-trump-refuses-to-allow-government-to-do-anything-all-until-open-internet-is-destroyed.shtml (describing the broad ramifications if Section 230 is repealed).}
\footnotetext[197]{See generally Masnick, Justice Department, supra note 70.}
\footnotetext[198]{Wyden & Cox, supra note 73.}
\footnotetext[199]{See Enigma, 946 F.3d at 1044 (“[Section 230] establishes a subjective standard whereby internet users and software providers decide what online material is objectionable.”).}
\footnotetext[200]{See Eric Goldman, Why Section 230 Is Better Than the First Amendment, 95 NOTRE DAME L. REV. REFLECTION 33, 39 (2019) (describing how judges can typically discern from a plaintiff’s complaint whether Section 230 provides immunity).}
\footnotetext[201]{See generally 47 U.S.C. § 230(b)(3).}
\end{footnotes}
who filter out a competitor with anticompetitive animus serves antitrust law’s aim to preserve competition in the free market.\textsuperscript{202}

\textit{VI. Conclusion}

When Congress created Section 230 in 1996, it could not have anticipated the digital world we live in today, nor could it have envisioned the issues arising under the statute’s vague language. In response to the lack of remedies available to potential software provider plaintiffs like Enigma, and considering the antitrust issues posed by the current language of Section 230, Congress should amend the Good Samaritan provision of Section 230 to address the past twenty-five years of internet and software development.
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