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WHEN ROBOTS MAKE LEGAL MISTAKES

SUSAN C. MORSE

Abstract

The questions presented by robots’ legal mistakes are examples of the legal process inquiry that asks when the law will accept decisions as final, even if they are mistaken. Legal decision-making robots include market robots and government robots. In either category, they can make mistakes of undercompliance or overcompliance. A market robot’s overcompliance mistake or a government robot’s undercompliance mistake is unlikely to be challenged. On the other hand, government enforcement can challenge a market robot’s undercompliance mistake, and an aggrieved regulated party can object to a government robot’s overcompliance mistake. Robots will have an incentive to make decisions that will avoid the prospect of challenge, especially if they cannot defend their legal decisions due to a lack of explainability. This incentive could encourage counterintuitive results. For instance, it could encourage market robots to overcomply and government robots to undercomply with the law.
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Introduction

This Essay is concerned with what happens when robots make legal mistakes. When an automated intelligent system makes a legal mistake, will it stand as a valid and final interpretation of the law?

A robot, like any legal decision maker, has to defend decisions only when those decisions are challenged. And not all decisions are equally open to challenge. As it stands now, some robot legal decisions might be challenged as unlawful. Others will not be. I argue here that, all else equal, robot legal decision makers will prefer decisions that are less vulnerable to challenge. This may cause the development of the law to drift in new and different directions.

As Henry Hart and Albert Sacks observed and taught, legal process helps determine when to respect an institution’s production of law. Some of these procedures for challenging decisions could change in response to artificial intelligence, since the rules we have do not necessarily line up with the robot capabilities we predict. For example, consider prosecutors and defense lawyers. As one paper in this issue observes, artificial intelligence systems, or robots, might eventually act as prosecutors and defense lawyers in criminal cases. The job of a prosecutor might require more moral judgment when deciding whom to prosecute, for instance, compared to the single-minded zealous advocacy of a defense lawyer. Other contributions to this issue might take this example and suggest that robots’ discretionary or moral prosecutorial decisions should be more open to challenge than the similar decisions of human prosecutors. Perhaps, in the future, law will establish an avenue to challenge prosecutorial discretion decisions made by robots. But this would be a change from existing law.


My goal here is not to propose changes that would make it easier to challenge robot legal decisions. Instead, I use existing law and existing process to illustrate the interaction between available legal process and the content of robots’ legal decisions, and to argue that, all else equal, robots will prefer to make legal decisions that are less likely to be challenged. The perspective here is ex post and focused on review of robot decisions.  

The analysis can be illustrated by considering both a government robot and a market robot. An example of a government robot that makes legal decisions is an automated system, developed or purchased by the government, that determines an applicant’s eligibility for welfare or disability benefits. An example of a private-market robot is an automated system, such as TurboTax, that generates tax returns.

In the case of the government robot that determines welfare benefits, a decision might overcomply with the law, for instance by demanding unnecessary information before granting benefits. A welfare applicant illegally denied benefits might challenge this overcompliance decision. However, decisions that undercomply with the law, for instance by granting benefits without all of the legally required information, will not be challenged. The recipient of the benefit has no reason to challenge the government’s undercompliance, and no one else has standing to do so.


5. Other robot systems that are more securely located in private law, such as the systems for will preparation, are considered in another paper in this volume. Emily S. Taylor Poppe, *The Future is Brightly Complicated: AI, Apps, and Access to Justice*, 72 Okla. L. Rev. 183 (2019). These might also have analogous incentives to reach decisions that would minimize the risk of challenge. But I focus here on robots whose legal decisions arise in the area of regulatory compliance.

For a market robot, such as TurboTax, the situation is reversed. A decision that undercomplies with the law, perhaps by allowing certain borderline expenses as trade or business tax deductions, could be challenged by the government. A decision that overcomplies with the law, for instance by disallowing borderline expenses as trade or business deductions, will not be challenged by the government.

When private-market robots or government robots make the kind of legal mistakes that I have described, sometimes we want to know how they make their decisions because a valid legal process can persuade us to respect the decisions themselves as final. For instance, reason-giving can show the reasonableness or non-negligence of a private market decision. Or it can show that a government decision followed constitutional due process requirements or the Administrative Procedure Act.

Robots face a challenge in responding to requests for reason-giving because robot decisions may not be transparent or explainable. When a robot’s legal decision is challenged, the “transparency” or “explainability” of the decision can provide a path to respecting the decision of a robot as final and valid. If decisions are not considered explainable, robotic systems may not be able to invoke the validity of their own internal process as a way to defend their decisions. This may give robots, more than humans, the incentive to avoid any request to explain why they did what they did.

Because of the difficulty robots may face in reason-giving, they may have an incentive to generate decisions that run contrary to usual expectations. Government robots may begin to interpret the law to include fewer requirements and provide a more generous interpretation of the law. Private-market robots may begin to interpret the law to include more requirements and provide a less generous interpretation of the law. This is because it is more difficult to challenge overcompliant private-market decisions and undercompliant government decisions. Instead, overcompliant private-market decisions (such as declining to claim a borderline tax deduction) and undercompliant government decisions (such as granting benefits without collecting all required information) tend to stand as valid and final, simply because the paths available to challenge them are limited or nonexistent.

Compliance robots face other incentives in addition to the incentive to avoid legal challenge. For instance, market robots generally have a profit incentive. If this profit incentive encourages a market robot to undercomply with the law, then the incentive to avoid legal challenge may provide a helpful offset, and reduce undercompliance rather than causing overcompliance. On the other hand, if a market robot’s profit incentive
encourages overcompliance with the law, for instance because users prefer safe legal positions, then the incentive to avoid legal challenge may increase the market robot’s tendency to overcomply. In the case of TurboTax, for example, profit incentives may encourage the software to break taxpayer confidentiality laws but comply with substantive tax law.\(^7\) I do not mean to suggest that the incentive to avoid legal challenge is always an overriding consideration, only that it is one consideration that helps predict the direction of robot-made law.

This paper proceeds as follows. Part I discusses the existing concerns in the law literature about the transparency and explainability of automated intelligent systems, or robots. Part II categorizes the legal mistakes of automated intelligent systems and shows that mistakes of overcompliance or undercompliance could be made by either a private-market robot or a government robot. Part III uses the examples of negligence liability and procedural due process for administrative decisions to illustrate how explainability could enable the law to decide that a robot’s decision should be respected as legal, even if it is mistaken. A conclusion follows.

I. Transparency and Explainability

Transparency and explainability are questions that arise when robots make legal decisions. There are narrower and broader definitions of “robot.” Some definitions say a robot is an “object.”\(^8\) Others define robots to include intelligent automatic systems that arrive at results and take actions without human intervention.\(^9\) I will use the broader definition here. An automated system that independently makes legal decisions qualifies as a robot under this broader definition. It is useful to categorize TurboTax, for instance, as a robot.

Legal scholars and policy makers worry about the explainability of robot legal decisions. A law in the European Union attempts to provide a “right to explanation” of automatic legal decisions.\(^10\) Legal scholars struggle to

---


8. A. Michael Froomkin, Introduction to ROBOT LAW x, xi (Ryan Calo, A. Michael Froomkin & Ian Kerr eds., 2016).


10. See Sandra Wachter, Brent Mittelstadt & Luciano Floridi, Why a Right to Explanation of Automated Decision-Making Does Not Exist in the General Data Protection Regulation, 7 INT’L DATA PRIVACY L. 76, 82 (2017) (arguing that the law does not succeed
reconcile existing legal tools for validating decisions with the black-box nature of automatic decisions. How can we determine the negligence of an algorithm too complex for human processing or evaluate whether due process is met when machine learning manipulates data to maximize the correlation of different variables through a process very difficult or impossible to reverse engineer? Legal scholars recommend access to the inner workings and data inputs of automated systems as a solution to the problem of explainability.\(^\text{11}\) Some suggest that the right approach is for law to evolve and develop the expertise necessary to evaluate the quality of the data input and machine-learning models used by automatic systems, just as law has earlier developed the capacity to evaluate the quality of statistical analysis.\(^\text{12}\) Others suggest that automated systems may prove unable to fulfill law’s requirements for explainability.\(^\text{13}\)

Some objects or goals of automated system explainability have been identified in the scholarship that explores it. The goals involve reason-giving and providing tools that will help a rightful plaintiff develop her case challenging the automated system’s legal result. But the function of explainability—or not—in the development of the law created by robots still deserves further study.

The question of explainability has to do with institutional competence, or institutional settlement, which is to say the legal process issue of when we will treat a decision made by a particular legal institution as a final and lawful decision. Robots act as instruments of other existing institutions, in particular the “fourth branch,” also known as administrative agencies;\(^\text{14}\) and private ordering, which is sometimes called the “fifth branch,” especially when it engages in explicit self-regulation.\(^\text{15}\)

\(^{11}\) See, e.g., Citron, supra note 6, at 1305-13 (recommended “audit trails,” the release of source code, testing suites and public participation in the building of automated systems).


\(^{14}\) See, e.g., Peter P. Swire, Incorporation of Independent Agencies into the Executive Branch, 94 YALE L. J. 1766, 1766 (1985) (citing use of the term “fourth branch” in Humphrey’s Ex’r v. United States, 295 U.S. 602 (1935)).

Existing law helps us see when robot decisions—whether by fourth-
branch, or government, robots or fifth-branch, or private-market, robots—
will be open to challenge and when we will respect them as final without
giving any avenue for challenge. We care about explainability when
decisions are open to challenge, because explainability determines the
ability of a robot to give reasons that may persuade us to accept its decision,
even if a different institution, like a court, might make a different decision.
Generalizing the question in this way allows us to observe the vulnerability
of robot decisions that are (i) not explainable and (ii) open to challenge.

II. A Typology of Robot Legal Mistakes

A. Market and Government Robots, Overcompliance and Undercompliance
Mistakes

This Part seeks to show that robots’ legal mistakes can go in different
directions. In other words, mistakes can be overinclusive or underinclusive.
I use the example of compliance with an environmental emissions
regulation to argue that either overcompliance or undercompliance mistakes
could be made by either a government robot or a private-market robot. That
is, a fourth-branch administrative agency or government robot could either
overcomply, by restricting emissions too tightly, or undercomply, by
allowing too much pollution. Likewise, a fifth-branch private ordering or
market robot could allow either too little or too much pollution.

The below two-by-two matrix summarizes the mistakes a robot could
make in interpreting a regulation that allows a certain emissions level for a
certain pollutant. The robot’s task in this example involves legal judgment
calls at one or more steps in its compliance process. For instance, the robot
might measure source data about the pollutant, including making decisions
about the validity of the data. Or, the robot might compare the data to the
permitted emissions level to see if the emissions were “compliant,” perhaps
translating continuous data about emissions to a standard written using a
different measurement unit. Or, the robot might face a pollutant with a
somewhat different chemical makeup than that mentioned in guidance.
Other judgment calls might present when the robot prepares and submits a
report to the government verifying compliance or admitting noncompliance.
Table 1: Undercompliance/Overcompliance in Market/Government Robots

<table>
<thead>
<tr>
<th>Category</th>
<th>Market robot</th>
<th>Government robot</th>
</tr>
</thead>
<tbody>
<tr>
<td>Undercompliance</td>
<td>(1) Allows more pollution than the law permits. Remedy: Government enforcement. More likely to be challenged.</td>
<td>(3) Allows more pollution than the law permits. Remedy: Requires standing, varies with subject area. Less likely to be challenged.</td>
</tr>
<tr>
<td>Overcompliance</td>
<td>(2) Restricts pollution more than the law requires. Remedy: Private law. Less likely to be challenged.</td>
<td>(4) Restricts pollution more than the law requires. Remedy: Regulated party challenge to government decision. More likely to be challenged.</td>
</tr>
</tbody>
</table>

The matrix reveals four types of mistakes: (1) market undercompliance; (2) market overcompliance; (3) government undercompliance; and (4) government overcompliance.

Category (1), market undercompliance, is perhaps the easiest to understand. It makes sense that a robot designed by and for the private market would pursue the goal of undercompliance. Classic economic theory suggests that a person subject to the law will undercomply to save compliance costs so long as the probability of getting caught is less than one hundred percent.16

---

Category (4), government overcompliance, is also straightforward. When government administrators are charged with implementing the law, they may play it safe by requiring more than is strictly necessary under the law. For instance, government may use safe-harbor guidance to describe behavior that will definitely and clearly comply.\(^{17}\)

Category (3), government undercompliance, is predicted by the theory of public choice and the idea of capture. An industry group, such as a group of firms that produce a pollutant, might lobby a government agency to adopt a sympathetic interpretation of the law when the agency programs a legal compliance robot or chooses the data set on which the robot will base decisions.\(^{18}\) Capture and undercompliance could result.

Category (2) describes market overcompliance. It suggests, in other words, the existence of a phenomenon that we can call reverse capture, which causes market robots to make decisions that favor the government. A market robot might prefer to make conservative decisions about the content of the law for several reasons. One possibility is that transaction costs are lower because the robot can directly import government guidance, which may have conservative or safe-harbor bent.\(^{19}\) Or, the market robot’s users may prefer less aggressive positions.\(^{20}\) Or, the market robot’s users may not know that the robot is taking less aggressive positions.

---


20. There could be a division of opinion within an institution like a firm about the right level of under- or overcompliance. For instance, less risk-averse shareholders might prefer undercompliance, while more risk-averse employees in the compliance department of a firm might prefer overcompliance. Cf. GEOFFREY PARSONS MILLER, THE LAW OF GOVERNANCE, RISK MANAGEMENT AND COMPLIANCE 168-69 (2014) (describing the developing multidisciplinary “compliance industry” and the emergence of a new compliance profession).
B. Challenging Robots' Legal Mistakes

The type of mistake made by a robot influences the avenue that can be used to challenge the mistake. Market overcompliance mistakes and government undercompliance mistakes are less likely to be challenged. Market undercompliance mistakes and government overcompliance mistakes are more likely to be challenged.

Consider category (2) mistakes, where the market robot overcomplies with the law, and, for example, emits too little pollution. There is no public-law mechanism to correct this problem of overcompliance. However, a private-law mechanism could reverse this decision for the future. For instance, a contract between a robot and a user could require the robot to take more aggressive positions, or different legal-compliance robots could market different levels of compliance.

With respect to category (3), government undercompliance, it is sometimes the case that no challenge is possible. Even if a tax provision illegally favors a particular group of taxpayers, other taxpayers (whose taxes presumably will increase as a result) generally lack standing to challenge the provision directed at the favored group.21 In contrast, in environmental law, avenues exist for the general public to claim standing and challenge such examples of government undercompliance,22 even though these avenues may be narrow.23

There is generally an established procedure for challenging category (1), market undercompliance. This avenue is government enforcement. Partly because of limited resources, government underenforces the law. But the process is there and might be made more efficient if the government directly targeted market legal-compliance robots.24


Another mistake likely to be challenged is type (4), government overcompliance—when the government robot requires more of a regulated party than the law does. Examples of government robots improperly denying welfare benefits or allegedly terminating a public-school teacher fall into this category. If the harm is big or salient enough, the individual harmed by the government decision has an incentive to challenge it.

III. When Are Robot Decisions Final, Even if They Are Mistaken?

A. Explainability and Finality of Robot Decisions

When an institution—like the federal or a state government, the executive, a court, a regulatory agency, or private ordering—makes a decision or takes an action, the law faces a choice. One option is to leave the decision or action alone, thus implicitly respecting it as legal. Another option is to provide an avenue to challenge the decision.

We can observe this pattern in the categories of decisions described above. For market robots, undercompliance mistakes might be challenged by the government. But overcompliance mistakes are unlikely to be challenged.

For government robots, the pattern is reversed. Overcompliance mistakes might be challenged by aggrieved regulated parties. But undercompliance mistakes are less likely to be challenged, despite the existence of narrow theories of standing in areas such as environmental law.

Transparency and explainability help us decide whether the action or decision is lawful and final. They have a role when a robot’s action or decision is challenged. For instance, they are relevant when a market robot makes an undercompliance mistake and faces government enforcement. Transparency and explainability are also relevant when a government robot makes an overcompliance mistake and faces a challenge from a regulated party. Especially without explainability, market robots will be poorly

25. Citron, supra note 6, at 1256 (describing a state government automated law system that incorrectly denied benefits to eligible welfare recipient).


27. This choice is one object of Hart and Sacks’ classic investigation of the sources of law and their idea of institutional settlement. See Hart, Jr. & Sacks, supra note 1, at 158 (“What is each of [the various U.S. lawmaking institutions] good for? How can it be made to do its job best? How does, and how should, its working dovetail with the working of the others?”).
equipped to defend the validity of undercompliance mistakes, and government robots will be less able to defend the validity of overcompliance mistakes. Thus, there is an incentive for robot legal decision makers to favor the government if they are private market robots and to favor the private market, or regulated parties, if they are government robots.

The claim is not that this incentive to avoid legal challenge will control robot legal decisions. For instance, it may only partly counteract a market robot’s incentive to profit by violating the law. The goal here is simply to observe the incentive to avoid legal challenge and to state its counterintuitive bent. Robots will face this incentive especially if they cannot explain their actions, because a lack of explainability makes it more difficult to defend an action under familiar legal standards.

B. Applying a Negligence Standard to Market Undercompliance

Private ordering, or the market, is sometimes labeled the “fifth branch” of government, particularly when it takes the form of an institution that seeks to self-regulate. This label appears to place private ordering after the legislature (the first branch), the executive (second), the judiciary (third), and government bureaucracy (fourth). Nevertheless, private ordering typically comes first in time when new legal issues are presented. That is, private ordering initially determines who shall bear liabilities and make payments and enjoy benefits, and it is the role of the other branches to limit or change those private decisions.

The Hart and Sacks treatment of the capacity of legal process to validate institutions’ legal decisions begins with private ordering.28 The authors’ setup is to investigate the government’s role in limiting the market decisions that will be respected as lawful, or in helping with gap-filling when private agreements are incomplete. They include one private-ordering case involving a railroad that required a cattle drover to waive all rights to a negligence claim in exchange for the drover’s “free” transport aboard the train that also carried the stock in his charge.29 Citing the railroad’s common-carrier status and the greater power of the railroad relative to the customer, the Supreme Court refused to allow the railroad to waive negligence liability.

28. Id. at 7 (“[T]he individual himself, acting alone or in concert with other private individuals, is in the front line of decision, and this fact is of far-reaching importance in the whole theory of social ordering.”).
29. See N.Y. Cent. R.R. Co. v. Lockwood, 84 U.S. (17 Wall.) 357, 384 (1873).
Similarly, commentators who study automated systems have begun to suggest that platforms should bear responsibility for some unreasonable decisions. Danielle Citron and Benjamin Wittes, for instance, make this suggestion with respect to platform liability for terrorist messages or exploitative sexual material on the internet.\(^30\) The issue is covered by § 230 of the Communications Decency Act, which as enacted provides that platforms like websites or search engines will not be considered “the publisher or speaker of any information provided.”\(^31\) Citron and Wittes describe the judicial interpretation of this provision as a First Amendment-based permission for sites advertising illegal commercial sex or spreading defamatory rumors.\(^32\) They recommend a statutory amendment that would require “reasonable steps to prevent . . . unlawful use of . . . services” as a prerequisite to the conclusion that a platform did not act as a publisher or speaker.\(^33\)

If this recommendation became law, it would become necessary to decide what “reasonable steps” means. The authors help by giving a good example and a bad example. The good example is Twitter, which takes seriously “complaints that accounts are being run by designated foreign terrorist groups.”\(^34\) The number of pro-terrorist accounts removed by Twitter approaches 400,000. The bad example is Omegle, which apparently only warns users that when it matches users with “new friends,” those new friends might be sexual predators.\(^35\) If Omegle responded to complaints of predation by investigating and removing accounts, the authors suggest, perhaps it too would be eligible for immunity from liability under § 230.\(^36\)

If the idea of “reasonable steps” followed the established path of other similar inquiries in law, it would require some understanding of how the automated system processes the complaints. What criteria does a platform use to determine that an account should be removed? Does it automatically remove an account in response to a complaint, or does it investigate the particulars of the charge? Understanding how the platform compares the evidence in a complaint to the content of the law prohibiting certain


\(^{32}\) Citron & Wittes, *supra* note 30, at 413-14 (giving examples of providers granted immunity under § 230).

\(^{33}\) *Id.* at 419.

\(^{34}\) *Id.* at 418.

\(^{35}\) *Id.* at 401.

\(^{36}\) *Id.* at 417-18.
behavior on the internet presumably forms the content of a “reasonable steps” analysis. It is like comparing a particular doctor’s actions to accepted practice to determine whether the doctor demonstrated a reasonable degree of care, skill, and learning in connection with a malpractice case.

Without such an analysis of the reasonableness of a platform’s procedures, which requires some degree of explainability of its automatic decisions, what would happen? In the absence of such information about its process, perhaps the platform would not be able to defend a decision to leave an account open after receiving a complaint. It might look instead for a way to avoid legal challenge altogether. If the platform could avoid legal challenge by showing that it always takes down content in response to complaints, perhaps it might adopt an automatic takedown policy instead. If no one sues the platform to complain about removing content, then a policy of overcompliance via automatic takedown is an attractive option. Such a policy would cause the law to drift in the opposite direction from its initial bias. The platform’s content might become too censored, rather than not censored enough.

C. Applying Procedural Due Process Requirements to Government Overcompliance

Administrative agency bureaucrats participate in the “fourth branch” of government. They present the question of when to respect agency legal decisions as final determinations of law. Administrative procedure plays an important role in this issue. For example, procedural due process precedent requires not only fair procedures but also procedures that minimize error.

Cary Coglianese and David Lehr provide an optimistic view of how administrative procedure law and automatic regulation might together evolve to allow explainable robot decision-making that satisfies procedural due process requirements. They review the three-prong Mathews v. Goldberg balancing test, which considers the private interest at stake; the


38. Reason-giving is an element of defending an administrative action against Administrative Procedure Act claims, such as claims of arbitrary and capricious action, see 5 U.S.C. § 706(2)(A) (2018), as well as against constitutional claims such as procedural due process claims.

risk of error as a result of the administrative procedure and the likely error-correction benefit of a proposed change; and the Government’s interest, including the resources required to administer the law using different procedures.\textsuperscript{40} Coglianese and Lehr point out that the first point (the private interest) is “exogenous” to whether a government adjudication is made by an algorithm or a human. The third, they say, will weigh in favor of using efficient automatic or robotic adjudication.

The second Mathews point, relating to the risk of error and the possibility that a different process would reduce errors still further, is the hard one. In Coglianese and Lehr’s view, a government robot can and will evolve to allow the validation and “cross-examination” of its automatic decision-making process. If it does so, the government robot will have achieved sufficient transparency and explainability to defend its procedures and provide enough reasons to defend its decisions against regulated parties’ charge of mistakes of overcompliance.\textsuperscript{41}

The same authors\textsuperscript{42} refer to a recent Texas case about the firing of Houston schoolteachers based on the results of a secret algorithm that considered, among other factors, the test scores of a student in a teacher’s classroom. The court denied the school district summary judgment on the teacher union’s procedural due process claim. The results given by the algorithm for a certain teacher could not be replicated to check for errors, in part because the results for one teacher were related to the results for other teachers, so that changing a data input for one teacher would affect everyone else’s score.\textsuperscript{43}

One question facing the Houston school district on this issue is whether to engage or avoid the procedural due process question. It could perhaps give plaintiffs access to the internal information and programming to allow the adjudication of such a procedural due process issue. But it could also change its decision-making process to reduce the chance of such a claim, for instance by forgoing the interrelated ranking feature which now appears to be part of its review process.

If the Houston school district chooses to defend its decision by sharing information, it will be an example of government fulfilling the promise of algorithmic governance by adjusting to the demands of existing law—that is, by making its procedures explainable. A court could ease this process by

\textsuperscript{40} Mathews v. Eldridge, 424 U.S. 319, 335 (1976).
\textsuperscript{41} See Coglianese & Lehr, \textit{Regulating by Robot}, supra note 39, at 1184-91.
\textsuperscript{42} See Coglianese & Lehr, \textit{Transparency}, supra note 12, at 37-38.
adopting a flexible and modern concept of reason-giving, as Coglianese and Lehr recommend.

But the Houston school district could also choose the latter route, for instance by abandoning its commitment to rank teachers relative to one another, in order to make its decisions easier to explain and defend. This latter, defensive route would cause a change in the development of the law. For instance, it might increase teachers’ job security, because that change would reduce the chance of challenge to government decisions about teacher retention.

D. What If Robot Processes Are Not Explainable?

If robot processes are sufficiently transparent and explainable, then both market robots and government robots may defend the legality and finality of their decisions by showing the validity of their process. For instance, market robots might persuade a court that their process of decision-making is reasonable, or nonnegligent. Government robots might persuade a court that their process of adjudicating a claim adequately guards against error.

If robot processes are not sufficiently transparent and explainable, then it will be more difficult for market and government robots to defend their decisions as legal and final. Automated systems will have an incentive to make decisions that will not face legal challenge. Market robots would be more likely to overcomply with the law, and government robots would be more likely to undercomply with the law. This result is contrary to the usual prediction that private ordering tends to undercomply with the law while government guidance may overcomply.

Whether this counterintuitive prediction comes true depends on what other incentives robots face. For instance, a private-market robot’s profit motive is another important factor.\textsuperscript{44} The problem of explainability and the incentive to avoid legal challenge may reduce, but not erase, a market robot’s incentive to violate the law in order to increase profits. It might offset, but not eliminate, tax preparation software companies’ incentive to violate taxpayer confidentiality law. On the other hand, the incentive to avoid having to explain results might exacerbate a market robot’s tendency

\textsuperscript{44} In addition, sometimes the robot’s customer is not the regulated party. In consumer credit reports, the consumer is arguably the regulated party, since applicable rules determine how her credit report should be generated. But the profit motive of a robot-generated credit report runs to the banks that purchase the reports. See Angela Littwin, Escaping Battered Credit: A Proposal for Repairing Credit Reports Damaged by Domestic Violence, 161 U. PENN. L. REV. 363, 381-83 (2013) (noting that credit reporting agencies’ “main revenue source is the [lenders] who purchase credit reports”).
to overcomply, especially if overcompliance will not materially reduce user revenue. It might increase tax preparation software companies’ tendency to take safe positions under substantive tax law.\(^{45}\)

In circumstances where a market robot overcomplies or a government robot undercomplies because of the incentives described here, the question may arise as to whether this new drift in the law is normatively good. Most likely, the answer to this question will depend on context. For instance, take the pollution example used to illustrate the different categories of robot legal mistakes above in Part II. Context helps determine whether to favor a move toward market overcompliance or government undercompliance.

Assume, for example, that a person believes that environmental law is not strict enough, that is, that it allows too much pollution. Assume further that private-market systems dominate the area of pollution-emissions compliance. The person who prefers less pollution would welcome a result that would cause a market robot to overcomply with the law and limit or restrict pollution even more than required. This person may prefer nonexplainability so that the market system cannot defend its emissions decisions by proving that they are reasonable.

Now take the same person who prefers less pollution, but change the hypothetical to assume that government robot systems, rather than market robots, dominate the area of pollution-emissions compliance. Now, this same person might prefer that government robots are sufficiently transparent and explainable. Then, government can defend its decisions against the challenge of a regulated party that asserts that the government decisions are invalid because they cannot be explained. If the government lacks this defense, it may decide to avoid challenges from regulated parties by undercomplying rather than overcomplying with the law.

Another way to see the value of explainability is to observe that it would protect existing pathways for different government institutions to provide a check on each other. Government enforcement helps check market decisions. Judicial review of regulated party challenges helps check government decisions. If we think that the legal controversies resulting from these checks benefit the development of the law, then we should prefer to sustain them as methods of confirming institutional competence. This in turn is a reason to encourage robots to develop ways of explaining how they make decisions, and to encourage the law to develop ways of

\(^{45}\) See Morse, supra note 7 (explaining different tax software compliance incentives for taxpayer confidentiality law compared with substantive tax law).
understanding robots’ legal process. Otherwise, robot legal decisions may develop in a way that avoids legal challenge altogether.

Conclusion

The questions presented by robots’ legal mistakes are familiar to legal scholarship. They are part of the general inquiry about when we will accept legal decisions, like those made through private ordering or administrative action. Decision-making robots might be market robots or government robots. In either category, they can make mistakes of undercompliance or overcompliance.

Some robot mistakes are more reviewable than others. A market robot’s overcompliance mistake or a government robot’s undercompliance mistake is relatively unlikely to be challenged. On the other hand, government enforcement can challenge a market robot’s undercompliance mistake, and an aggrieved regulated party can object to a government robot’s overcompliance mistake.

Explainability is relevant to the question of whether to accept a robot’s decision as a final statement of the law. This is because explainability can justify the process of decision as legitimate, for instance because it is reasonable or nonnegligent. Explainability provides a pathway for validating robot action.

If robot systems are not explainable, or if courts do not recognize their way of explaining as legitimate under the law, then robots will be left without this means of defending their actions. They may be more likely to make counterintuitive decisions that will avoid the prospect of legal challenge. For instance, subject to other relevant factors including the profit motive of market robots, a lack of explainability is likely to encourage market robots to overcomply and government robots to undercomply.